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Abstract

Light field rendering (LFR) is a fundamental method for

generating new views from a set of pre-acquired images.

We use densely-aligned cameras for the process of acquir-

ing the set of images. In most practical cases, the density

of the aligned cameras is not high enough to synthesize ap-

propriate views. This “under-sampling” condition causes

focus-like effects in the synthesized views. This paper pro-

poses a new method for solving this problem. First, a set

of differently focused views is synthesized from the under-

sampled set of pre-acquired images. Then, an all in-focus

view is generated from the set of differently focused views.

This is based on a new focus measurement algorithm spe-

cialized for light field rendering and plenoptic sampling

theory. Experimental results show the effectiveness of our

approach.
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1. Introduction

In virtual reality and telecommunication systems, interac-

tive viewing of photo-realistic 3D scenes is one of the most

important technical issues. As a fundamental method of

image-based rendering, light field rendering (LFR) [1] of-

fers a promising solution for this issue. By this method,

we can synthesize free-viewpoint images (synthetic views)

from a set of pre-acquired images (input images) with lit-

tle or no geometric model of the scene. It is possible to

synthesize highly photo-realistic images in real time with

graphics hardware accelerations.

The algorithm of LFR is simple. Each pixel value of

input images is parameterized as a light-ray data, and

stored in a light-ray database. We can synthesize a view

of a given viewpoint from the database by picking up the

date of such light-rays those pass through the viewpoint.

In this process, light-ray data are interpolated on the as-

sumption that objects in the scene are situated on a plane,

which is called a focal plane.

In most practical cases, the set of input images cannot

not be acquired densely enough to produce free-viewpoint

images with adequate quality. In other words, light-ray

data is under-sampled. This under-sampling condition

causes focus-like effects1 on the synthetic views [2]. Ob-

jects situated near the focal plane are synthesized clearly

and sharply (in focus), while objects apart from the fo-

cal plane are with blurring and ghosting (out of focus).

This is a serious problem in the sense of synthesis quality.

Therefore, our concern in this paper is how to synthe-

size all in-focus images at arbitrary viewpoints without

increasing the number of input images.

A main approach to that problem is utilization of ge-

ometric information of the scene in addition to the light-

ray database [2, 3, 4, 5, 6]. In this approach, the struc-

ture of the scene is approximated by a focal surface, a set

of depth layers or a 3D mesh model which represent the

scene structure more presicely than a simple focal plane.

In general, more precise geometry can generate more fa-

vorable synthetic views. However, these methods need a

pre-estimation process to recover the scene structure be-

fore the image synthesis process. It consumes much time

and computation power, and in some cases it needs some

manual procedures. Even the most sophisticated com-

puter vision technologies might fail to estimate the shape

of objects with adequate quality, since their results are

subject to the material of the objects and lighting con-

ditions. Defectiveness of geometric models would cause

highly visible holes and scums in the synthetic views.

In this paper, we propose a different approach from

the ones mentioned above for synthesizing all in-focus im-

ages. First, for a given viewpoint, we synthesize some

sequences of differently focused images by changing the

depth of the focal plane of the LFR method. Then, we ap-

ply a new focus measure to detect in-focus regions in the

differently focused images by comparing the sequences.

Finally, we integrate them into an all in-focus image. This

means that a view-dependent depth map is generated for

each viewpoint. Thus, the proposed method does not use

a global depth map that requires pre-estimation process.

The merit of the view-dependent depth map is that it is

good enough for the corresponding viewpoint.

Our approach has a close connection to the conven-

tional depth from focus method [7, 8] or image fusion

method [9], which utilize multiple differently focused im-

1 In LFR, input images are assumed to have no defocus blur-
ring. Notice that what is called focus here is an unique effect
in LFR.
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Fig. 1: Signal analysis of light fields in the frequency do-
main.

ages taken by physical cameras. However, the focus-like

effects generated by the LFR method have different na-

ture from the ones by physical cameras. For example,

in the case of LFR, not only the blurring but also the

ghosting effect appears in defocused regions. Therefore,

we need a new focus measure that is specialized for LFR.

The remainder of this paper is as follows. In Section 2,

related works are summarized to explain the phenomenon

of focus in LFR from the theoretical viewpoints. In Sec-

tion 3, we propose a new focus measure that is specialized

for a set of images synthesized by the LFR method. We

also describe a specific method for synthesizing an all in-

focus image from the set of images using focus measure-

ments. In Section 4, our implementations and experimen-

tal results are described. Finally we conclude our paper

in Section 5.

2. Background

In this section, we introduce the theory of plenoptic sam-

pling [10] that analyses light field signals in the frequency

domain. This theory gives an insightful view to clarify the

reason why the focus-like effect appears on the synthetic

views by the LFR method [2, 11]. In this paper, we adopt

the parameterization of light fields described in [2].

2.1 Spectrum of Light Field Signals

Input images are captured at 2D grid points on a plane

which is called a camera plane. We consider that the opti-

cal axis of each camera is orthogonal to the camera plane.

The position of a camera and a pixel on the camera are

denoted by (s, t) and (u, v). Then, each light-ray captured

by input cameras is uniquely determined by a set of 4 pa-

rameters as (s, t, u, v). For simplicity, we discuss the 2D

subspace (s, u) of the original 4D light fields (s, t, u, v).

In the plenoptic sampling theory, light field signals

are analyzed in the frequency domain. (Ωs, Ωu) denotes

the frequency space corresponding to the (s, u) space. As

described in [10], the signal spectrum appears only in the

shadowed area in Figure 1. That is to say:

(1) When the range of depth (distance from the camera

plane) of the scene is represented as zmin ≤ Z ≤
zmax, the spectrum is bounded by the following two

lines:

fs

zmin
Ωu + Ωs = 0,

fs

zmax
Ωu + Ωs = 0, (1)

where fs denotes the focal length of the input cam-

eras.

(2) the maximum frequency in the Ωu axis is denoted

as KΩu(= 2πKfu), which is determined by the com-

plexity of the scene textures, the resolution of the

input cameras or the resolution of the synthesized

image.

Since the light field is sampled discretely, replications

of the original spectrum appear in a constant interval as

shown in Figure 1. When the distance between input

cameras is ∆s, the interval in the frequency domain is

represented by 2π/∆s. The original spectrum would not

overlap the neighboring replications, when the following

relation is satisfied:

1

zmin
− 1

zmax
≤ 1

Kfufs∆s
. (2)

2.2 Focus in Synthetic Views

In the image synthesis process, the light-ray data are

interpolated and re-sampled. To understand focus in syn-

thesized images, we consider how to reconstruct a contin-

uous signal from the discretely sampled signal.

In such cases that Equation (2) is satisfied, the ideal

box filter shown in Figure 1 reconstructs the continuous

signal without aliasing artifacts. The filter let through

the entire spectrum components inside the box, while it

completely cut off them outside the box. As described in

[10], the slope of the box corresponds to the depth of the

focal plane. Actually, the gradient of the sidewise lines of

the box is −z0/fs, where z0 denotes the depth of the focal

plane. The filter is optimized when z0 is equal to zopt that

is defined as

1

zopt
=

1

2
(

1

zmax
+

1

zmin
). (3)

Shown in Figure 2 is the relationship between z0 and

the shape of the reconstruction filters. Even if Equation

(2) is satisfied, when z0 is much larger or smaller than

zopt, the continuous signal is not reconstructed properly

as shown in Figure 2(a) and (c). The leakage of high fre-

quency component and the interfusion of the neighboring

replications cause blurring and ghosting artifacts in the

synthetic views.

In most practical cases, Equation (2) is not satisfied

for the whole scene since the sampling density (1/∆s)

is not high enough. In this paper, we consider such a

small region of the scene where the depth variation is

small enough to satisfy Equation (2). When the value

of z0 is optimized for the region, the light field signal of



(a) z0 < zopt

(b) z0 = zopt

(c) z0 > zopt

Fig. 2: Relation between the depth of the focal plane z0

and the shape of the reconstruction filter.

the region is reconstructed clearly and sharply (in focus)

without aliasing. In other words, when the value of z0 is

not optimized, the region is reconstructed out of focus.

3. All in-Focus View Synthesis from Under-
Sampled Light Fields

In this section, we propose a new algorithm for synthe-

sizing all in-focus views from under-sampled light fields.

In our method, we first synthesize sequences of views by

the conventional LFR method. What is important here

is that their focal planes are different from each other’s.

Then, we integrate their in-focus regions to generate an

all in-focus view. This is based on our proposal of focus

measure specialized for LFR.

3.1 Focus Measure in LFR

In the case of physical cameras, defocus blurring can be

modeled as the degradation of high-frequency components.

Therefore, the high-frequency energy is used as a good

measure of focus. Given a sequence of differently fo-

cused images, we could easily detect the in-focus region by

searching such region that has the highest energy in the

high-frequency domain among them. In the case of im-

ages synthesized by LFR, however, not only blurring but

also ghosting artifacts that contain some high-frequency

components arise in the defocused regions. Therefore, we

need a novel focus measure specialized for LFR.

Our proposal for this focus measurement is to uti-

lize the differences among images synthesized by different

reconstruction filters which are to interpolate discretely-

sampled light fields. Consider a set of images generated

by different filters at an identical focused depth. The fo-

cused regions would be almost the same in all the images

regardless which filter is used. The defocused regions,

however, would show the differences of the characteristics

of the filters. Therefore, subtractions of images generated

by different filters can be used as the focus measure for

LFR. That is to say, if a region is in focus, pixel values of

the region are zero or very small in the subtraction image.

Now, we give a theoretical explanation on the princi-

ple mentioned above in frequency domain analysis. Con-

sider such a small region that the depth variation is small

enough to satisfy the following equation.

1

zmin
− 1

zmax
≤ 1

2
· 1

Kfufs∆s
(4)

The condition of this equation is more strict than that of

Equation (2), since we need to use some other reconstruc-

tion filters in addition to the one described in [10].

In this paper, we use three different reconstruction

filters shown as dashed parallelograms in Figures 3, 4 and

5. But, the number of filters is not limited to three in our

method.

(1) normal filter (Figure 3): the most fundamental box-

shaped filter. The width is 2π/∆s. When z0 is zopt,

it is the optimal filter described in [10].

(2) wide-aperture filter (Figure 4) [2]: The width of this

filter is smaller than 2π/∆s. This leads to that the

synthesized images would look like images taken by

a wide-aperture camera. In this paper, the width is

set to π/∆s as shown in Figure 4.

(3) camera-skipped filter (Figure 5): The input images

used for the reconstruction are skipped alternately.

In this case, The repeating interval of the spectrum

becomes π/∆s. We apply the normal filter, the

width of width is π/∆s, for the reduced light-ray

data.

When the region is in focus (z0 = zopt), all the filter

would produce the same result, as shown in Figure 3(a),

4(a) and 5(a). When the region is out of focus (z0 �= zopt),

however, different filters would produce different results.

This is because the frequency components passed through

by the filters are obviously different from each other; the

leakage of the original spectrum and the interfusion of the

replication spectrum are caused differently as illustrated

in Figure 3(b), 4(b) and 5(b).

Now, consider a subtraction image between images

synthesized by different kinds of filters for the same depth

value of z0. According to the Parseval’s identity, the total

energy of a signal is constant in the spatial domain and

in the frequency domain. Therefore, the following conclu-

sions are drawn from the frequency domain analysis.

• In a region that is in focus, every pixel in the region

must be 0 theoretically.

• In a region that is out of focus, some pixels might have

non-zero values.
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Fig. 5: Camera-skipped filter.

3.2 All in-Foucs View Synthesis

First of all, we determine depth candidates zn (n =

0, 1 ..., N − 1) where the focal plane is placed, in such a

way that each object would be in focus at least one image

in the sequence. There are some useful theories [12, 13] for

this configuration that discuss how much range of depth

is in focus in front and rear of the focal plane.

The outline of our method is shown in Figure 6. The

following steps are iterated for each novel view.

(1) The viewpoint for novel view synthesis is given.

(2) Three different sets of differently focused images,

I<n>
k (x, y) (n = 0, 1 ..., N − 1, k = 1, 2, 3), are

generated by the LFR method corresponding to the

filter hk and the focused depth zn. (x, y) denotes

positions of pixels on the synthesized image.

(3) For each depth zn, an evaluation image for the focus

evaluation, E<n>(x, y), is calculated as follows:

E<n>
0 (x, y) =

∑

k<l

ak,l|I<n>
k (x, y) − I<n>

l (x, y)| (5)

E<n>(x, y) =
∑

−M<i,j<M

E<n>
0 (x + i, y + j). (6)

By taking combinations of more than two kinds of

Input images

h1 h3h2

Sequences of multiple focused images

Subtraction

Smoothing

Sequence of evaluation images

Minimum search

Depth index map

Pixel read

All in-focus image

Step (1),(2)

Step (3)

Step (4)

Step (5)

Fig. 6: Diagram of the proposed method.

filters and summing E<n>
0 (x, y) in a window region,

the size of which is (2M + 1) × (2M + 1), we aim

to enhance the stability of the focus measurement.

ak,l denotes weighting coefficients.

(4) For each pixel (x, y), the index of the optimal depth

where the pixel is mostly in focus can be given by

n(x, y) that yields the minimum of E<n>(x, y):

n(x, y) = arg min
0≤n≤N−1

E<n>(x, y) (7)

(5) An all in-focus image I(x, y) is generated as follows.

I(x, y) = I
<n(x,y)>
k (x, y) (8)

In this way, each pixel value is read from the images

synthesized in Step (2) where the pixel is mostly in focus,

and an all in-focus images is generated.

4. Implementation and Experiments

4.1 Implementation of LFR

First of all, this section explains our implementation of

the LFR method, since our method consists of iterations

of image synthesis by LFR. We adopt an implementation

with texture mapping [4, 5], which can be accelerated by

graphics hardwares. In this method, each input image is

projected onto the focal plane as a texture data weighted
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Fig. 7: Weighting patterns for the filters.

by such a pattern that describes the contribution of each

input image for the interpolation of light-ray data.

Shown in Figure 7 are weighting patterns adopted in

our implementation and their formulas for each recon-

struction filter. The weighting value is a function of po-

sition (x, y), having a peak at the center and decreasing

to zero at the edges. Circles represent the grid points of

the camera plane which denote the positions where input

images were captured. For each texture data, the weight-

ing pattern is aligned in such a way that its center is on

the grid point where the corresponding input image was

captured. Then, the weighting pattern and the texture

data are multiplied and projected onto the focal plane.

The above process is iterated for all the input images to

synthesize an image.

Figures 7(a), (b) and (c) correspond to a normal filter,

a wide-aperture filter and a camera-skipped filter, respec-

Fig. 8: Results of free-viewpoint image synthesis by the
LFR method. From the top to the bottom, the viewpoint
moves from the right to the left while gazing at the nearest
building. This leads to that the background moves from
the right to the left.

tively. Note that these are approximations of the low-pass

filters shown in Figures 3, 4 and 5. Those approximations

are suitable for real-time implementations and sufficient

to synthesize images with acceptable quality.

The above description corresponds to the step (1) and

(2) in Subsection 3.2 which are executed on graphics hard-

ware fast enough for interactive frame rates. Then, syn-

thesized images are stored in main memory, and a CPU

executes the remaining processes of Steps (3), (4) and (5).

4.2 Experiments

For our experiments, we use a Pentium 4 2.0 GHz, Linux

based PC with 2.0 GB main memory. The video board

loads a nVIDIA Geforce4 Ti 4200 GPU and 128 MB video

memory. Our method is implemented with OpenGL en-

hanced by GLUT libraries.

A set of multi-viewpoint static images is used for in-

put images, which is from “The multiview image database

courtesy of University of Tukuba, Japan.” These images

are captured at 81 (9 by 9, in the horizontal/vertical di-

rection) viewpoints. The interval of viewpoints is 8 mm.



(a) z0 = 300 (around the nearest building).

(b) z0 = 600 (around the furthest building).

(c) z0 = 1800 (around the background wall).

Fig. 9: Foucs effects appear according to the depth
of the focal plane. Regions near the focal plane are
synthesized clearly and sharply, while regions apart
from it seems blurry and noisy.

(a) Normal filter.

(b) Wide-aperture filter.

(c) Camera-skipped filter.

Fig. 10: Synthesized images by different reconstruc-
tion filters. In-focus region (further building) looks
similar regardless of the filters, while defocused regions
have different artifacts from each other.



The horizontal field of view is 27◦, and the resolution is

reduced from 640 × 480 pixels to 256 × 192 pixels for the

convenience of our implementation. Distances from the

camera plane to the nearest object, the farthest object

and the background wall are 33 cm, 66 cm and 184 cm,

respectively.

Shown in Figure 8 are synthesized images by the LFR

method. Photo-realistic views are synthesized depending

on the user’s viewpoint interactively. But this conven-

tional method suffers from the focus, which is noticeable

in Figure 9. In Figure 9(a), (b) and (c), the focal plane

is placed at 30 cm (around the nearest building), 60 cm

(around the farthest building), and at 180 cm (around

the background wall), respectively. Objects near the focal

plane are synthesized clearly and sharply (in focus), while

objects apart from the focal plane are with blurring and

ghosting (out of focus).

To make everything in focus, the conventional method

requires that the interval of input cameras should be smaller

than 1.34 mm according to the plenoptic sampling theory

[10]. It means that the number of input images needed

for this scene amounts to 2916, which is 36 times (6 by

6) larger than that of the original input images. How-

ever, our method generates all in-focus images without

requiring any increase in the number of input images.

All images mentioned above are produced by the nor-

mal filter. Shown in Figure 10 are synthesized images by

the normal filter, the wide-aperture filter and the camera-

skipped filter with the focal plane placed at 60 cm. They

show the important fact that the focused regions are syn-

thesized similarly regardless of the filters, while the defo-

cused regions are synthesized differently according to the

filter. This is the nature we utilize for focus measure as

described in Section 3..

Now we describe the results of our proposed method.

First, the number of depth candidates is set as N = 13,

where in principle, all the objects in the scene would be in

focus at least in one image of the sequences of differently

focused images. The reconstruction filters h1, h2 and h3

are assigned to the normal filter, the wide-aperture filter

and the camera-skipped filter, respectively. We set that

a0,1 = a0,2 = 1, and a1,2 = 0 in Equation (5), M = 7 in

Equation (6), and k = 1 in Equation (8), are determined

empirically. Their optimization is our future work.

Shown in Figure 11(a) is a depth map, each pixel of

which represents the index of the optimal depth (n(x, y)

in Equation (7)). The brighter pixel indicates an object

closer to the camera system. The structure of the scene

is estimated approximately. This result is not so accurate

for the use of the 3D reconstruction, but sufficient for the

image synthesis. Figure 11(b) is a final image at the same

viewpoint, it can be seen that all objects are reconstructed

clearly and sharply in comparison with those in Figure 9.

Note that we can synthesize images like this one at arbi-

trary viewpoints. It takes 1.5 – 2.0 seconds to synthesize

an image with 512× 512 pixels. There could be overhead

costs in data transfer from video memory to main mem-

(a) Depth map.

(b) All in-focus image.

Fig. 11: The proposed method produces (a) depth maps
and (b) all in-foucs images.

ory, and the processes on CPU are not well-optimized yet.

Our future work includes optimization and implementa-

tion techniques to achieve interactive frame rates.

5. Conclusions

In this paper, we have proposed a free-viewpoint image

synthesis method that overcomes the limitation of the

conventional LFR method with no pre-estimated depth/

shape information. The proposed method generates all in-

focus images from differently focused images synthesized

by LFR. Our approach is reasonable since it utilizes the

focus of LFR to estimate the depth, which is directly re-

lated to the appearance of synthesized images. We have

also given a theoretical explanation on how to measure

focus in the synthesized images by LFR. Experimental

results show the effectiveness of the proposed method.
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