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Abstract 
In this paper, we present a video-based fast 3D facial 
modeling algorithm. Different from traditional complex 
stereo vision procedure, our new method needs only one 
frontal image for fast 3D modeling without any camera 
calibration. The proposed method has three steps. Firstly 
we propose an improved Active Shape Models (ASM) 
method to extract frontal feature points. Then according 
to MPEG-4 protocol for 3D face structure, we appoint 
and deform feature points by Radial Basis functions 
(RBF) corresponding to the generic model. At last the 
texture mapping is carried out with regard to different 
directional projections. The experiments demonstrate 
that our new algorithm can fast photo- realistically 
render 3D face with very limited computation. 

Key words: Facial Modeling, Active Shape Models, 
Radial Basis Functions 

1. Introduction 
From the viewpoint of both computer vision and 
computer graphics, fast 3D facial modeling and 
animation is one of most challenging and interesting 
research topics. And facial animation has been applied in 
human-computer interfaces, interactive games, 
multimedia titles, VR, and, as always, in a broad variety 
of animations production. Moreover it also becomes a 
hotspot especially in recent years because of online 
game burgeoning. One of the most noticeable trends is 
the boom toward “realistic” looking and feeling games. 
If the player can become a role and see a realistic copy 
of the self within a game system, the game will gain 
more attention from its player.  

By now various 3D face modeling approaches, such as a 
Laser scanner [1,2,3], a stereoscopic camera [5], or an 
active light stripper [4], have been proposed. However 
this kind of facial 3D data only include shape 
information without texture information, and always 
easily contaminated by measuring noise. It’s difficult for 
them to be used in facial animation. The procedure of 
the facial modeling and animation can be summarized as 
follows: 1) a structural generic model selection, 2) a 
specific face information based on computer vision or 
based on image acquirement, 3) the generic model 
deformation, and 4) texture mapping. 

It is computational expensive to apply these approaches 
based on computer vision. Therefore many research 
efforts have been made to generate realistic facial 

modeling from photos taken with an ordinary video 
camera. Reconstructing the true 3D shape and texture of 
a face from a single image is an ill-posed problem [13]. 
It’s a generic method to reconstruct an individual facial 
modeling from two orthogonal photos [6,7,8,9,10,11], 
but they are too complex and inconvenient for serious 
applications. When generating model from two arbitrary 
pictures [15], if skins are so smooth and free of 
blemishes, the corner point matching may fail. Creating 
realistic textured 3D facial models from multiple 
photographs of a human subject [12,14] is theoretically 
possible, but computationally too intensive.  

In this paper, we advance a practical approach for 
reconstructing an individual facial modeling from a 
frontal view of the person. Firstly the 2D positions (x- 
and y-coordinates) of key feature points from frontal 
image are detected by an improved ASM [17] method. 
Then they are devoted to deform a generic model with 
corresponding feature points using RBF. The z-
coordinates for the individual face points are derived 
from the general model. Then texture mapping is 
performed for realistic modeling. The rest of this paper 
is organized as follows. Section 2 describes our 
technique for extracting facial feature points from video. 
Section 3 describes how to choose a generic model. 
Section 4 describes deformation algorithm and texture 
mapping. The results are shown in Section 5 and are 
concluded in Section 6. 

2. Extraction of frontal facial feature points 
We propose a novel face alignment algorithm, in which 
local appearance models of key points are modeled using 
statistical learning. RealBoost can effectively select most 
significant Gabor features to build the likelihood model 
that ensures the ground truth position of each key point 
will more likely have a higher likelihood than its 
neighbors. Instead of using principle components 
analysis (PCA) and one pixel Gabor coefficients, we use 
Gabor features of key point and its neighbors, which 
provide rich information to model local structures of a 
face. 

2.1. Statistical shape models 

The ASM technique [17] relies upon object (e.g. face) 
structure being represented by a set of points. The points 
can represent the boundary, internal features, such as the 
eyes and mouth of a face. Given a set of training images 
for a given object, points are manually placed in the 



   

same location on the object in each image. By examining 
the statistics of the positions of the labeled points, a 
“point Distribution Model” is derived. The model gives 
the average positions of the points, and has a number of 
parameters that control the main variations found in the 
training set. The points from each image are represented 
as vector x and aligned to a common co-ordinate frame. 
A principle component analysis is applied to the aligned 
shape vector. The model can be used to generate new 
shape using equation 

                           x = x  + Pb                                          (1) 

  Where x =(x0, y0…xn-1, yn-1)T, (xk, yk) is the kth model 
point, x  is the mean shape vector, P is the set of 
orthogonal models of shape variation and b is a set of 
shape parameters. 

If the shape parameter b is chosen inside suitable limits 
(derived from training set), we can ensure that generated 
shapes are similar to those in the original training set.  

2.2. Key points localization based on realBoosting 
learning in Gabor space 

The ambiguity between the truth position and its 
neighbors requires that the local likelihood model should 
be able to correctly rank the likelihood of these 
ambiguous positions. We adopt RealBoost to learn the 
ranking prior likelihood models that not only 
characterize the local features of a ground truth position, 
but also preserve the likelihood ranking order between 
the ground truth position and its neighbors. In RealBoost 
learning procedure, Gabor features [18,19] of each key 
point and its neighbors are extracted to construct “weak” 
ranking evaluation function set. 

RealBoost is adopted to solving the following three 
fundamental problems in one boosting procedure: (1) 
learning effective features from a large feature set, (2) 
constructing weak classifiers each of which is based on 
one of the selected features, and (3) boosting the weak 
classifiers into a stronger classifier. 

2.3. Experiment results 

Fig. 1 illustrates results of our feature extraction system. 
We manually labeled 700 images, each of size 200 × 
200.On each image 79 key points are labeled. We select 
450 images as the training set and the others as the test 
images.   

                   

Fig. 1 Result of detecting facial feature points 

3. Generic model choice 
There is the same basic structure such as eyes, nose and 
mouth etc for different people. It’s easy for us to identify 
a generic model with them. Everyone has different 
features that make one unlike others. A generic model 
should be a structural one for facial animation. The 
wireframe model is gettable from much software such as 
3DMAX, Poser or Maya. It’s usually chosen as a facial 
model. 

    

(a) Feature points identifying         (b) Feature points 

Fig. 2 A generic model 

We choose a general facial model derived from Poser 
5.0 that is made of 8172 3D vertexes and 15980 
triangles. It could reflect tiny facial features. 

According to MPEG-4, there are 84 feature points 
defined on a neutral face that provides referenced space 
for defining facial animation parameter (FAP). They 
suffice for identifying proper shape of facial model. 
Feature points are divided into several groups such as 
lip, eyes and mouth etc. There are 79 feature points 
selected according to MPEG-4 and facial shape. Figure 2 
shows their positions which correspond to .the frontal 
face detection result. 

4. Deformation and texture mapping 
4.1. Scattered data interpolation 

The facial model adjustment is a problem about 3D 
space deformation in fact (In this paper, we only have 
2D positions of control points and the z-coordinates for 
the individual face are direct from the general model). 
We identify limited control points on it and compute 
their displacements, then choose an interpolation 
function which accommodates displacements of control 
points. Locations of the other nodes are transformed 
upon the function. At last the final deformation result of 
the model is reached. 

There are several choices for how to construct the 
interpolating function. We use a method based on radial 
basis functions (RBF) as approximation functions for 
their power to deal with irregular sets of data in multi-
dimensional space in approximating high dimensional 
smooth surface [14,16]. We choose 2D coordinates of 



   

origin mesh nodes as embedding space to construct the 
interpolation function f (p) that suffices displacements of 
control points: 

ui =f (pi ) （0≤  i ≤  N -1）                                    （2） 

Where ui is displacements of all control points and N is 
the number of feature points. We exploit RBF volume 
morphing to directly drive 2D geometry deformation of 
face models. 

f (pi) =∑ciφ(‖pj - pi‖)  （0≤ j、i≤  N - 1）     （3） 

where φ（‖pj - pi ）‖ are RBF and the coefficients ci  

are the vector coefficients of control points. 

We compute equation (3) and get the vector coefficient 
of every control point. Displacements of other non-
feature points may be computed in the form  

u = ∑ciφ(‖p - pi‖) (0≤  i ≤  N - 1)                        (4) 

In this paper, we have chosen to use φ（‖p - pi ）‖ = 
e -‖p - pi‖/ 64. 

4.2. Texture generation 

Texture mapping makes the synthetic face more 
photorealistic. The frontal face shape can be 
automatically extracted as described in the previous 
section. The parts out of the contour lines are filled with 
nearly similar color. Then, it’s merged into a size 256× 
256 image with an ear  (Ears texture coordinates can be 
derived from it). With the average template operation, 
the face contour becomes enough blurring. The result of 
blended texture is shown in Figure 3. 

   

Fig. 3 The texture map 

4.3. Texture fitting 

The size of frontal face image is w1×h1. In our 
implementation w1= 86.x – 68.x where 86.x represent 
the x coordinate of point 86 (Figure 2 (b)), and h1 
=YSCALE×(18.y – 71.y) where YSCALE is a scale 
factor and its value is 1.1 here. The total size of the 
image is w × h where their values are all 256. The 
maximum x value (xmax) is 86.x and the minimum x 
value (xmin) is 68.x. The maximum y value ymax = 
YSCALE × 18.y and the minimum y value (ymin) is 
77.y (In this paper, we take point 77 as the origin point). 
The maximum and the minimum z coordinates are 
represented with zmax and zmin respectively. The 3D 
coordinates of every point are x, y and z. We mark 

texture coordinates of every point with xtex and ytex. 
The left and down corner of frontal face image is (xt, yt) 
where xt and yt are 50 in this paper. According to linear 
interpolation, if one point is projected into the front, the 
left or the right view, the texture coordinates of every 
point are: 
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For example, if it’s projected into the frontal view, its 
texture coordinates are derived from (5) and (8).  

As for forehead and neck texture, we assign some 
texture near the frontal face image. They can be derived 
from the similar method as above. 

5. Experiment results  
The implementation of the above described individual 
face generation system is written in VC++ and OpenGL. 
A detailed individualized head is shown in Fig. 4 where 
input image is shown in Figure 1. It has proper shape 
and texture in several views. 

 

Fig. 4 Snapshots of reconstructed heads 

Other examples from video are shown in Figure 5. The 
texture image is stored in BMP format and has sized 
about 200K depending on the quality of pictures. 

   

  

Fig. 5. Examples of reconstructed heads from video 



   

6. Conclusion and future work 
In this paper, we introduce a video-based approach to 
fast reconstruct face modeling. The efficient and robust 
face modeling method shows the process of modifying a 
generic head for shape modifying and producing texture 
image by extracting frontal facial image with an 
improved ASM method. It’s a simple, quick and 
economic method on which facial animation can be 
based.  

The emphasis in this paper has been on the quality of the 
results. Possible ways to improve it include: 

z choosing more generic models to reduce 
deformation error 

z developing a method for estimating the depth value 
of feature points 

z improving the merging image to make it better  

z improving ear modeling and adding hair modeling 
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