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Abstract

Technigues to generate novel scenes have been pro-
posed in computer vision research. In addition, there
have been a lot of 8D models written in VRML for
viewing on the WWW. However, the depth of 3D 1m-
ages cannot easily be sensed without special hardware
such as HMDs and without special equipment, e.g.,
shutter and poralized glasses. In this paper, a method
s proposed that uses motion parallaz as a depth cue
to let users perceive the 3D structures of models ren-
dered into images. In this method. the user’s head
s tracked and the motion parameters are estimated
by using a computer vision technique. Then, the 3D
object is rendered from the estimated eye position as
a new viewpoint. The system has been build on an
SGI 02 workstation with its mounted camera used
for head tracking. The experimental results are very
good; users feel as if the 3D objects are placed in front
of the screen of the monitor.

1 Introduction

There are growing needs to view 3D models and
synthesized 3D scenes with depth perception, as ac-
cess to 3D objects has become easier and has grown
in popularity. In computer vision research, various
methods have been proposed that enable novel scenes
to be generated from a wide range of viewpoints us-
ing two or three images taken from different view-
points [1. 2. 3]. In addition, there are a lot of 3D
models written in VRML for viewing on the WIWIV,
However, the depth of 3D images cannot easily be
sensed by humans without special hardware such as
HMDs and without special equipment, e.g., glasses
with liquid-crystal shutter lenses and poralized glass-
es.

In this paper, a method is proposed that uses mo-
tion parallax as a depth cue to let users perceive the
3D structures of models rendered into images. In this
method, the user’s head is tracked and the motion
parameters are estimated by using a computer vision
technique. Then, the 3D model is rendered from the
estimated eye position as a new viewpoint.

Our work is related to the research on dynam-
ic eve-point displays being carried out at NASA [
that is. ordinary 2D displays are used to affect real-
istic impressions by using motion parallax. In that
rescarch. however, special hardware devices such as
magnetic sensors are used to track the head. Such
usage is feasible when the research targets special
applications such as simulations for astronauts and
pilots. On the contrary. our research is centered on
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Figure 1: Flow of head tracking algorithm.

general circumstances in front of a desk-top comput-
er.

In addition, our approach is supported by psycho-
logical evidence [5] showing a more accurate recovery
of 3D information from motion parallax than from
object rotation about the vertical axis. The latter
technique had previously been a standard interac-
tion method for displaying 3D objects.

This paper proceeds as follows. In Section 2., our
proposed method is explained. Then, the experimen-
tal results are mentioned in Section 3. Finally. the
paper is concluded in Section 4.

2 Method for Scene Rendering

Our proposed method consists of two steps. The
first step involves head tracking, where the 3D coor-
dinates of the head position and the rotation angle
from the frontal face are estimated. The estimation
results are used to compute the eye position. The
second step involves scene rendering, where a 3D
model is rendered from the estimated eye position
as a new viewpoint.

2.1 Head tracking

Head tracking involves the tracking of feature
points on the face from which the translation and
rotation of the head are estimated [6]. The method
for head tracking consists of three steps as shown in
Fig. 1.

First. the head region is extracted by matching a
circle to line segments in a gradient image (Fig. 2). If
the background is white and not cluttered as shown
in Fig. 2, this simple algorithmn is robust aud quick.
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Figure 2: Example of a segmentation result.

For cluttered backgrounds, a method combining the
edge and color information [7] can be used.

Then, feature points are selected from the seg-
mented region, and tracked over the successive
frames. Here, we apply the Kanade-Lucas-Tomasi
tracker [8] for feature point tracking, and apply a
criterion that was proposed by Shi and Tomasi [9]
for feature point selection.

In the Kanade-Lucas-Tomasi tracker, the dis-
placement of feature points between two images is
computed by the following equation.

Zd = / /W[I(x) — J(x)] { i ]dx, (1)

where d is the displacement vector, I(z) and J(z)
are the intensity values of the two images, and Z is
a correlation matrix between the components of the
gradient vector shown below.
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Equation 1 is derived by minimizing the squared er-
ror between the two images (Eq. 3), and neglecting
the terms of d greater than the second order.
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The selection of feature points is based on the cor-
relation matrix Z, that is, the decreasing order of the
second eigenvalue of matrix Z. The second eigen-
value becomes positive only if the Taylor series of
the intensity around the pixels has non-linear terms.
Therefore, points on line segments or points on the
linear edges are excluded from the selection of fea-
ture points by having points with a non-zero second
eigenvalue be selected. These points are related to
the “aperture problem,” where the motion field is
not fully defined at each pixel since we have only
one equation between its coordinates that is derived
from the conservation of intensity value. A larger
second eigenvalue means a larger change of the in-
tensity around the pixels. Therefore, tracking may
be more robust for points with a larger second eigen-
value. An example of feature point selection is shown
in Fig. 3.

Finally, the translation and rotation of the head
are estimated based on a weak perspective projection
model [10] (Fig. 4). In this model, an object is first
projected onto a virtual plane at the center of the ob-
ject orthographically. Then, the image on the virtual
plane is projected onto an image plane perspective-
ly. Since the depth of the object is assumed to be

Figure 3: Example of selected feature points.

Figure 4: Weak perspective projection model.

zero, the focal length is regarded as infinity. There-
fore, the epipolar constraint is simplified as shown
below, where the coefficients are independent of the
positions of points.

az' + by’ +cx +dy+e=0, (4)

where (z, y) and (2, y') are the coordinates of the
points for two images.

From the coordinates of successflly tracked feature
points between two images, the coefficients in Eq. 4
are obtained by minimizing the squared errors shown
below.

>oi(azh + byl + cxi + dy; +e)?
a?+b62+c2+d?

E(a,b,c,d,e) =
- . e )
Then, the rotation angle between the two images is
calculated by the following equations.

. b d s C24d?
tang = —, tan(¢ — &) = e e (6)
where & is the rotation angle of the » axis, ¢ is the
angle between the z axis and the axis of rotation ®
parallel to the image plane, and s is a scaling factor
due to the motion along the optical axis or the z axis.

The representation of the rotation angle men-
tioned above was proposed by Koenderink and van
Doorn [11]. This representation is useful in that the
rotation angle is divided into angles which can be es-
timated by a weak perspective projection model, i.e.,
f and ¢, and an angle that can not be estimated, i.e.,
p which is the rotation angle about the axis @.

To estimate the angle p, the depth information of
the object is necessary because of the existence of the
bas-relief ambiguity making it impossible to separate
the angle p and the depth of points from the displace-
ment of the points. Therefore, we assume that the
shape of the head is a cylinder (Fig. 6). Then, the
angle p is obtained from the following equation.

AV L
I '—

p= : (7)
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Figure 5: KvD renresentation of rotation.
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Figure 6: Cylinder model for a head.

where 17 denotes the z-component of the vector V,
and A1} denotes the component of the displacement
vector AV perpendicular to the axis ®.

We have explained a way of estimating the ro-
tation of the head. The translation of the head is
estimated from the displacement of the centroid of
the feature points successflly tracked between two
images.

The estimated parameters are converted into a
transformation vector and a rotation matrix, both
of which are cascaded over a sequence from the first
frame to get a vector D and a matrix R. Then, the
position of the eye can be estimated as follows.

P = RP; + D, (8)

where P and Pg are the estimated and original co-
ordinate of the eye, respectively.
2.2 Scene rendering

In scene rendering, a scene image or an object im-
age is rendered from a 3D wire-frame model of the
scene or object by some projection model. i.e., or-
thographic or perspective. The realism of the image
can be increased by the techniques of texture map-
ping and lighting. Our proposed method is intended
to increase the realism by rendering the image from
the user’s viewpoint so as to let the user perceive the
motion parallax along with the head motion.

Motion parallax is one type of depth cue; others
are binocular stereopsis, accomodation, and conver-
gence [12]. While binoculr stereopsis supplics depth
information in terms of the difference in the position
of the same point in two images, motion parallax
supplies depth information in terms of the velocity of
the points generated by the relative motion between
the object and the viewer. Therefore, to generate
motion parallax, the velocity at each point must be
computed according to the depth of the point from
the viewer.

The relationship between velocity and depth is il-
lustrated in Fig. 7 i the case that the eve moves
toward the positive direction of the r axis. Here.
we assume that the viewer is looking at the scene
with only one eve and closes the other eye. This is
because the effect of motion parallax is eliminated

e = —
|

Figure 7: Projection model against head motion.

when the binocurar stereopsis contradicts with the
motion parallax. We also assume that the scene is
placed in front of the monitor because the effect of
motion parallax becomes larger when the point is n-
earer to the viewer. The figure shows that the move-
ment of the eye is equivalent to the rotation of the
world other than the eye about the y axis, where the
z-y plane is defined to be the plane of the monitor.
Then, the image can be generated by rotating the
scene by angle a(= tan™!'(X/Z)), and by projecting
the scene onto the z-y plane along the positive di-
rection of the z axis. Finally, the image on the z-y
plane is projected to the z'-y plane by enlargement
in the z direction by sec(«)

The matrix operations mentioned above such as
rotation and scaling can be easily coded in OpenGL
[13] with the optimized computational performance.
In addition, the effect of motion parallax can be
achieved along the 2 axis by the perspective camera
model in OpenGL.

When the eye motions point to a general direc-
tion (X, Y, Z) from the original position (0,0, Z), the
rotation angle a becomes tan~!(v/X? +Y?2/Z), and
the scaling for the x and y axes become VX2 + 22/Z

and VY2 + Z2/Z, respectively. In the experiments
mentioned below, the displacement of the eye posi-
tion (AN, AY) fromn the position at the first frame is
estimated from the head tracking result. from which
the scene is rendered.

3 Experimental Results

Experiments were executed on an SGI O2 work-
station to evaluate our proposed method. An image
of the users was captured from a camera mounted
on the monitor. Sixty feature points were tracked to
estimate the head motions such as translation and
rotation. At the first frame, the center of the two
eyes was marked manually to align the face position.

Figure 8 shows the tracking performance of our
proposed method under various head motions such
as vaw. pitch. and roll. As the tracking performance
of the method depends on the speed of the head mo-
tions. the motions were made to be slower than usual.
The figure shows a good tracking performance. i.e..
the estimated left eve position is located near the
true eye position. The error of the points was eval-
uated quantitatively as within 3 pixels for sequences
of about 10 seconds [6]. The computational speed
for the head tracking was about 11 Hz.
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Figure 8: Example of head tracking results (white dot: estimated left eye position). The displacement vector

is represented in pixels.
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Figure 9: Example of scene rendering results for a 3D face model.

The proposed method was evaluated by using two
3D models. One was a 3D face model whose range
data was measured by Cyberware. The other was
a 3D city model created by a scene generation al-
gorithm ?3] from a stereo pair of images. Figure 9
shows the results for the 3D face model rendered for
the head poses shown in Fig. 8. The surface of the
model consisted of 642 polygons. The computational
speed was about 8.3 Hz.

Figure 10 shows the results for a 3D city model.
The surface of the model consisted of 4661 polygons.
The computational speed was about 6.7 Hz.

The accuracy of the proposed method was sub-
jectively evaluated by placing a long stick between
the face and monitor, and the change of the tip of
the stick and the point of the rendered scene was
compared while the head was rotating. In this ex-
periment, the placement of the stick did not affect
the tracking of the head because the stick did not
belong to the field of view of the camera.

From this experiment, it is not possible to esti-
mate the accuracy quantitatively. However, the mo-
tion directions of the stick and the scene were almost
same during the whole sequence. To evaluate the ac-

curacy quantitatively, we believe it is necessary to
measure the ground truth of the head motion and to
record the video sequence from a camera attached on
the head.

The image changes were very smooth and the re-
sponse times were fast against the head motions.
Therefore, the user could feel the existence of the
3D object in front of the screen of the monitor.

4 Conclusion

In this paper, a method has been proposed that
uses motion parallax as a depth cue to perceive the
3D structures of models rendered into images. In this
method, the user’s head is tracked and the motion
parameters are estimated by using a computer vision
technique. Then, the 3D object is rendered from
the estimated eye position as a new viewpoint. The
system has been build on an SGI O2 workstation
with its mounted camera used for head tracking. The
experimental results were very good; users felt as if
the 3D objects were placed in front of the screen of
the monitor.

Future work includes the construction of a VRML

browser to display 3D models written in VRML with
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Figure 10: Example of scene rendering results for a 3D city model.

viewpoint changes according to the eye position.
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