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Abstract

In this paper, a fast and robust approach for static

hand gesture recognition is presented. The method is an

invariant-based approach and avails Hu moments for this

purpose. The invariants are classified by means of a modi-

fied K-Nearest Neighbors classifier called Locally Weighted

Naive Bayes classifier. The Hu moments are obtained from

the outer-contour of the observed hand and then classified

by the LWNB classifier. Three types of gestures (pointing,

grasping and holding-out) were used in practice under dif-

ferent lighting conditions with different users. Given the ex-

perimental results in the domain of the Joint-Action Science

and Technology (JAST) project which is a Human-Robot

interaction system, this method has a considerable perfor-

mance of about 93% correct classification results on aver-

age.

1. Introduction

One of the major issues in the 21st century is, by far,

the interaction between human and robot. Robots are get-

ting more and more prevalent in every stratum of most de-

veloped societies. This is due to the fact that with new

technologies, owing a robot for private purposes like house-

cleaning is cheaper and more viable that ever before. More-

over, in many cases in which robots either need the super-

vision and direction of a human-being, the collaboration of

humans with machines is inevitable. Machines, or specifi-

cally robots, require communication with people to receive

and process the corresponding data to start a transaction or

finish an assignment.

In some areas the interaction with humans is a must. In

entertainment industry, for example, a good understanding

of what people want is important. A robot for selling tick-

ets, for instance, needs to communicate with people to see

what they want and then carry out the corresponding task.

Another example would be in bomb detection where the su-

pervision of an expert is required to reduce the risk. Trying

to address these needs, new methods nave been sought to

ease the process of communication. Not every customer or

specialist needs to know how to program a robot and insert

the right instructions! Therefore, it is crucial to build up a

natural way of interaction, so that robots can obtain the rele-

vant data from the surrounding people. This process should

be performed in a way that people would not need any spe-

cial knowledge or protocol for this type of communication.

Considering this need, gestures are an indispensable

part of every communication between humans. They

are used for everything from pointing at a person to

conveying specific information or implying a message.

Researches indicate that gesturing does not only embellish

spoken language, but is an essential part of the language

generation process [5]. It happens very often that one

cannot simply express his or her feelings or opinions

without using additional gestures. Hand gestures, among

other necessary domains in HRI, play an important role,

both as an accompaniment to speech and as a means of

input in their own right. This paper focuses on the task of

static hand-gesture recognition, which is recognizing and

classifying different hand shapes of a human user. For this

purpose, hu-moments of the outer-contour of the observed

hand are extracted and classified by using a modified

K-nearest neighbors algorithm. The whole process is in the

context of a cooperative human-robot assembly task.

2. Related Works

Numerous methods exist that have been developed re-

cently to perform a successful gesture recognition. Most

of these systems use model-based approaches, whereas

some of them exploit invariant-classification methods. The

invariant-based approaches consist of two main steps: Ex-

traction of invariants and classification of gestures based on

those invariants.

For hand-gesture recognition, some researchers have

tried to perform the early segmentation process using skin-

color histograms [10, 2, 9]. The problem with this approach

is that they do not operate well in cases when there are some

other objects in the scene with the same color as skin color,

or where the hand has other colors than the per-defined one.

In the target JAST application, the background is static and
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can easily be eliminated and therefore, the concentration

can be mainly on the geometric characteristics of the ob-

jects.

Kuno and Shirai [4] defined seven invariants to do hand

gesture recognition, including the position of the fingertip.

This is not practical when we have not only pointing ges-

tures, but also several other gestures, like grasping. How-

ever, the invariants they considered inspired us for our de-

fined invariants.

Classification is a method to assign a class to a point

(or vector in spaces of more than one dimensions) in an

N-dimensional space. The classes may be predefined and

learned beforehand (supervised learning), or may be ex-

tracted automatically based on a similarity metric (unsuper-

vised learning).

K-nearest neighbors (KNN) classifiers has a good per-

formance when the attributes of a system are linearly sep-

arable. It finds the K nearest (already classified) vectors to

the input vector. The class which most vectors in those K

neighbors belong to is chosen to be the right class of the

input vector. K-nearest neighbors with distance weighting

(KNNDW) is an improvement to the regular KNN algo-

rithm which has been proved to perform better than KNN

in numerous aplications [6]. In KNNDW, the contribution

of each neighbor to the overall classification is weighted

by its distance from the point being classified. The classes

are then assigned with a likelihood value based on a simple

naı̈ve Bayes approach.

The most relevant work to our classification approach

issued in this paper has been performed by Frank et al. [1]

which introduces a locally weighted naı̈ve Bayes (LWNB)

classifier. Their evaluation shows that LWNB outperforms

KNN and KNNDW when K is big enough.

To increase the performance of the classification, some-

times a combination of two invariant classes or two classi-

fication methods [8] is used along with Bayes probability

theory. By combining the results of two classifiers a better

performance is achieved without manipulating the training

data or any complicated modification. We will try to en-

hance the quality of the recognition by using such an ap-

proach in the future works.

3. Gesture Recognition Approach

3.1. Invariants

The invariants used for classifying gestures are the first

six Hu-moments which are extracted from the outer-contour

of the hand performing a gesture. Once the regions of inter-

est (ROI) have been identified as described in the preceding

section, the next step is to extract some meaningful geo-

metric invariants from the binary image to be used for the

classification.

Hu moments [3], are scale, translation and rotation in-

variant. Hu derived these expressions from algebraic in-

variants applied to the moment generating function under a

rotation transformation. In this work, only the first six mo-

ments are being used, because the seventh moment, which

is the skew-invariant one, apparently adds no values to the

recognition results.

3.2. Training the Classifier(s)

Before performing classification a training pool should

be created for each of the invariant-classes. It is of great im-

portance that the data would be produced by different users

under various lighting conditions to increase the robustness.

Each training instance is labeled with its corresponding ges-

ture type. The gesture types are defined as:

~C = {c1, c2, . . . , cZ} (1)

where Z is the total number of gesture types and is three in

this application. Extending the gestures can be simply done

by adding the corresponding training data to the pools.

Assuming there are N vectors in the training pool (N

samples), each vector will be defined as:

Invh
n(l) = {hu0, hu1, . . . , huL} (2)

hu0 ⊆ C

l ∈ 1..L&n ∈ 1..N

where Invh represents the vector of hu-moments and the

first element(hu0) correponds to their class label.

After constructing the pool of labeled vectors, classifica-

tion can proceed.

3.3. Classification: LWNB

In our application, the well-known K-nearest neighbors

algorithm is used as our classifier, with two modifications.

First, before performing the classification, the elements of

the given vector (the invariants) are being weighted based

on their influence on the process. The proper weights have

been extracted off-line based on empirical empirical find-

ings.

The second modification is after finding the K nearest

neighbors. Instead of simply calculating the distance of

each vector in the space, a weight is assigned to each node

based on its distance to the input vector. The probability of

a class is then extracted based on the weights of that class

in the first K neighbors.

We can define the distance-weighting vector as:

~whu = {whu1, whu2, . . . , whuL} (3)

The distance from the input invariant-vector inh to the nth

training-node in the training pool can then be computed in
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Euclidean space as:

dist(Invh
n, inh) =

√

√

√

√

L
∑

l=1

(Invh
n(l) − inh(l))

2

whul

(4)

the distance is indeed normalized, so that all the values be

between 0 and 1.

In the next step, Kf defined invariant vectors and Kh

Hu-invariant vectors with the shortest distance from their

respective input vector are selected from the training pools

( ~Invf
n and ~Invh

n) for both invariant-classes. These se-

lected vector is ~sInvh
n.

~sInvh
kh = { ~sInvh

1, . . . ,
~sInvh

Kh} (5)

~sInvh
kh ∈ { ~Invh

1 . . . ~Invh
N} (6)

kf ∈ {1, . . . ,Kf}

The first elements of each of the vector,sInvh
kh(1) is, in

fact, the label of the class it belongs to (according to 3).

Hence having ch as the variables corresponding to classes

as:

ch(kh) = {sInvh
kh(1)} (7)

To take advantage of the effect of distances and improve

the result, we add weights to the selected nodes (neighbors).

Considering each node as t, this weight wB(t) = f(dst) is

a function of the already computed Euclidean distance dsx

of each node and can be any monotonically decreasing func-

tion. According to the experimental results, Hu invariant-

vectors result in a maximum of 93 percent of correct classi-

fication.

3.4. Localization of Gestures

Once the class of the gesture has been selected as de-

scribed above, the next step is to identify the attributes cor-

responding the gestures. For each gesture, there is a loca-

tion that is most important for determining the meaning of

the gesture in the context of the system.

For the holding-out gesture, all that is needed is the cen-

ter of the hand, which is very easy to obtain. However, for

pointing and grasping gestures, it is more complicated: for

pointing gestures, what the system needs is the position of

the finger-tip plus the angle of the pointing-finger.

For grasping gestures, it is the position between two

grasping fingers. In the following sections the approach to

locate these positions in these types of gestures is described.

The gesture localization-attributes can also be sought in

the ROI by doing template-matching as well [7]. How-

ever it is computationally of more advantage to extract them

based on the gradients points (edges).The results (see fig-

ures 1,2,3) are precise enough and absolutely satisfactory

for the JAST application.

Figure 1. Finding the Position of the Fingertip in Pointing Gesture

Figure 2. Finding the Position of Grasping in Grasping Gesture

Figure 3. Finding the Center of the Palm in Holding Gesture

4. Experimental Results

After trying several weighting combinations for Hu-

invariants as input vector, a performance of 93.46% cor-

rect classification was achieved, with a weighting vector

of whu = [443411] which is again intuitively reasonable,

putting a higher weight on the first four moments.

The results, with and without weighting the moments,

can be viewed in figures 5 and 4.

The table 1 shows the performance of the method for

some random weighting vectors.

Hu Kh

92.94% 6

92.94% 5

92.94% 5

92.98% 5

92.98% 5

93.46% 5

92.98% 5

92.98% 5

Table 1. Performance results of Hu invariants for different K

By following this approach, almost 93% correct recog-

nition occures on average.

Running the full gesture-recognition process on a frame

takes less than 15 msec on average (usually between 14-

16msec). Of this time, segmentation takes about 11 msec,

while the (gesture) recognition process along with its au-

tonomous segmentation module takes approximately 4-6

msec.

5. Conclusion and Future Work

Using LWNB as classifier together with Hu invariants

along with apt weighting values results in a performance of

more than 93.0% correct recogintion for our three defined

gestures.
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Figure 4. Recognition Performance Without Weighting(92.00%)

Figure 5. Recognition Performance With Weighting (93.00%)

To achieve these results, a testing pool with about 200

samples was constructed for all of the gestures (roughly 70

each), for a total of 500 samples in the training pool. The

training data were made by five persons (three boys and two

girls) in different lighting conditions.

The results of the classifier given different weighting

vectors (with and without weighting) was demonstrated for

different values of Ks. The X axis of these graphs repre-

sents the value of the corresponding K for the K-nearest

neighbor selection, while the Y axis shows the percentage

of gesture instances of each type that were correctly recog-

nized.

We are considering adding up a new class of invariants

to the system and then combine the results of Hu-moments

with the other invariant-set to enhance the quality of the

recognition. We are contemplating combining the results of

the given two invariant-classes based on a Bayesian system.

For this purpose, a likelihood will be assigned to the result

of each invariant-class and then the proper gesture will be

chosen based on the highest likelihood of a gesture. This ap-

proach will hopefully increase the correct recognition rate

and also generates results with less fluctuation.

Another point for future works is to add up more gesture

types. This is important to see how this system works in an

environment with 5 or more types of gestures.
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