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Abstract

This paper proposes the technique for creating the correct 

occlusion effect in an immersive augmented reality environment 

with wide field of view. Generally, it is difficult to represent the 

correct occlusion between virtual objects and real objects in 

augmented reality displays, based on a semi-transparent mirror. 

This problem also occurs in the immersive augmented reality 

display system, named ARView, which we have developed in 

previous work. To address this problem, we proposed a light 

projector technique involving projectors which illuminated the 

surface of real objects using directed illumination which could 

create shadows occluded by the virtual objects. Notably, this 

method represented the correct occlusion effect, not only with 

static objects, but also with moving objects. In this study, we 

implemented this technique in the ARView system and 

conducted an experiment to evaluate the effectiveness of this 

method.

1. Introduction

Recently, augmented reality (AR) technology has been 

applied to various fields such as entertainment [1] and 

medicine [2]. Currently, optical see-through or video 

see-through head mounted displays (HMD) have mainly 

been used for the augmented reality displays [3]. 

However, see-through HMDs have several problems or 

limitations. For example, the user must wear a heavy 

device, and when he turns his head quickly, he often 

observes a scene with positional gaps between the real 

and virtual objects due to the time delay in head tracking 

[4]. 

On the other hand, spatial augmented reality systems, 

such as the HoloPro Screen [5] or the Extended Virtual 

Table [6], have recently been proposed, and the authors 

have developed an immersive augmented reality display 

system named ‘ARView’ [7]. In ARView, immersive 

projection technology (IPT) is used, in place of the HMD 

technology, to represent a high presence augmented 

reality image. 

ARView is a display system that optically combines a 

virtual scene, projected by projectors, with the real world 

by using a large, highly transparent semi-mirrored film. 

By using a large semi-transparent mirror, a user’s wide 

field of view can be covered by the projected image. 

Moreover, in this system, the virtual world and the real 

world can be integrated three dimensionally, since the 

stereoscopic image of the virtual objects can be displayed 

in three-dimensional space. Therefore, the user can 

experience a high presence immersive augmented reality 

environment. 

However, it is generally difficult for optical 

see-through augmented reality display systems using 

semi-transparent mirror to create the correct occlusion 

effect when the virtual object is displayed overlapped by 

a real object, as shown in figure 1. 

Figure 1: The example of occlusion between virtual 

objects and real objects. 

Virtual object

Real object

In this paper, we introduce the technique that solves the 
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clusion problem in a spatial augmented reality display 

that employs a semi-transparent mirror. In particular, the 

method is discussed for controlling the light projector in 

an immersive augmented reality environment. In addition, 

we also present evaluation experiments to verify the 

availability of this technique. 

Several studies h

chniques to create the correct occlusion effect in 

semi-transparent mirror based augmented reality display 

systems. 

For ex

eated the correct occlusion effect between real and 

virtual objects by illuminating the real environment using 

a projector. The illumination pattern projected by the 

projector is created, based on the depth information from 

the real environment, while measuring the three 

dimensional shape of the real objects in real time. 

However, in this system, the user’s viewpoint is restricted 

to a fixed position and stereoscopic images cannot be 

displayed. 

Bimber e

eate the correct occlusion effects in optical see-through 

setups and implemented them in the desktop display 

known as Virtual Showcase [10]. Their techniques used 

the projectors to illuminate the real objects and 

represented the augmented reality scene according to the 

movement of the user’s viewpoint. However, in this 

system, it was assumed that the depth information of the 

real environment was known and the positions and shapes 

of the real objects would not vary. 

Although our technique also uses

s some features which differ from the above-mentioned 

related works. Firstly, our technique dynamically creates 

the correct occlusion effect according to the movement of 

the real objects, as well as the user’s viewpoint, in a large 

region of the immersive augmented reality environment. 

Moreover, the virtual objects are represented using 

stereoscopic images, so that the virtual image and the real 

scene are integrated three-dimensionally in the immersive 

augmented reality environment. 

We now consider the system architecture of th

mersive augmented reality display ‘ARView’, 

developed and used in this research. 

Figure 2 shows the system appea

ows the structure of the ARView. 

In this system, two stereo projector

e, at ceiling height to display a large image of the 

virtual world. The images of the virtual objects are 

projected onto the floor screen, partly overlapped and 

blended with each other to represent an image with large 

field of view. A semi-mirrored film is placed at an angle 

of 45 degrees to the floor. Thus, the users can see the 

virtual image, reflected by the mirror film in front of them. 

In this system, since the transparency of the 

semi-mirrored film is high (visible light transmission is 

87.8%), the users can observe the real world behind the 

mirror as well as the real world in front of it, together with 

the images of the virtual objects.  

Figure 2: Photograph of ’AR View’ equipment. 

Figure 3: Structure of ’AR View’ system. 

ng the stereo projectors, InFocus Dept

ojectors are used to project the active stereo images of 

the virtual objects. The left eye and right eye images are 

projected, alternately, at a frequency of 100Hz, so that the 

user can see the stereo image of the virtual objects while 

wearing the StereoGraphics CrystalEYEs3 liquid crystal 

shutter glasses that are synchronized with the refresh rate 

of the graphics output. In addition, since an 

electromagnetic sensor, Polhemus FASTRAK, is 

attached to the shutter glasses to track the user’s 

viewpoint, the stereoscopic images, seen from the user’s 

viewpoint, can be generated in real time. 

The size of the semi-mirrored film is 2.60m wide and 

1.95m high. The shape of the displayed vi
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 isosceles trapezium. The height of the image is 1.40m, 

and the width of the upper and the lower sides are 2.22m 

and 2.54m, respectively. The keystone distortion of the 

displayed image is corrected by the software. 

In addition, light projectors that are used to represent 

the correct occlusion effect between the real o

e virtual objects (cf. section 4) are placed at the top of 

the ARView system. Two light projectors are used for 

illuminating a wide area. These projectors illuminate the 

real environment behind the semi-mirrored film using 

directed illumination. 

Three PCs are used to control the ARView system. The 

PC-1 (CPU:  Intel(R)

ed to capture camera images when the real objects 

move behind the semi-mirrored film (cf. section 4.3 and 

5.2). The PC-2 (CPU: Intel(R) Pentium(R) 4 CPU 

3.80GHz, video card: nVidia Quadro FX 1400) is used to 

receive the positional data from the electromagnetic 

sensor and to generate the stereo images for the two stereo 

projectors, while the PC-3 (CPU: Intel(R) Pentium(R) 4 

CPU 3.80GHz, video card: nVidia Quadro FX 1400) is 

used to control the light projectors. To synchronize the 

images created by the stereo projectors and the light 

projectors, the positional data of the moving objects and 

user’s viewpoint are sent from the PC-2 to the PC-3 using 

the UDP protocol. 

4. Technique fo

Representation

Occlusion Problem

The problem of incorrect

reality display using a semi-tran

 the mechanism whereby the users see the virtual image 

reflected by semi-transparent mirrors. The virtual images 

reflected by semi-transparent mirror cannot occlude the 

scene of the real objects behind the semi-transparent 

mirror. Therefore, the users perceive both the real object 

and the virtual object whenever the difference in 

luminance between the virtual image and the real object is 

not very great. 

In this research, we introduced the light projector 

function to solv

e immersive augmented reality display.  

The light projectors are used, instead of the standard 

light bulbs, to project light directly o

vironment. In other words, these projectors are used to 

provide computer-controlled light intensity. Since the real 

object is illuminated by the light projector using white 

light, an occlusion shadow that is overlapped by the 

virtual object’s image can be created on the real objects’ 

surface without illuminating it. Then, in the area of the 

occlusion shadow, the luminance of the virtual image 

would be much brighter than the real object. Thus, the 

user can see the virtual object situated in front of the real 

object, as shown in figure 4 (a). On the other hand, when 

the virtual object is located behind the real object, that 

part of virtual object’s image, which is overlapped by the 

real object, is blackened to create the occlusion effect, as 

shown in figure 4 (b).  

In this research, LED projectors, TOSHIBA TDPFF1A, 

were placed in the upp

d they were used as light projectors. Since the 

brightness of the LED projector was low (15 ANSI 

lumens), it could be used to illuminate a human who was 

standing behind the semi-mirrored film, together with the 

real objects. 

(a)

(b)

Figure 4: Use of the light projector function. 

In the augmented reality environment, the 

representations of correct occlusion effects in the cases 

ch as when a virtual object is located behind a real 
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object and when the real object is located behind a virtual 

object are necessary, as mentioned in section 4.1.  
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 model of the real object. Thus, the occluded area of 

the virtual object’s image is blackened, so that the user 

can see the virtual object situated behind the real object, 

as shown in figure 4 (b).  

When the real object is behind the virtual object, the 

light projectors project an

al object. The illumination image, projected by the light 

projectors, is generated using a shadow mapping 

algorithm [11] in the following process. 

(1) Measuring 3D information of real object 

When the real objects, illuminated

ojectors, are static, the positions and the sh

jects are measured in advance. However, when the real 

objects are moving, the positions and the shapes are 

measured in real time, using the shape-from-silhouette 

method [12]. The detailed procedures for measuring 3D 

information from the moving objects will be explained in 

the next section. 

(2) Creating depth texture of virtual object 

The user’s view

is system) is measured by an electromagn

d the perspective projection image of the virtual objects, 

seen from the user’s view position, is rendered. In this 

case, the depth values for each pixel are stored as depth 

texture. 

(3)Projective depth texture mapping 

A 3D

eated using the position and sh

easured in (1), and the depth texture is mapped onto it 

using the projective mapping from the user’s left eye 

position. In this case, the black color is mapped to the 

pixels whose depth value is greater than the 

corresponding value in the depth texture. 

(4)Projecting illumination image by the light projectors 

The 3D model of the real objects, on w

xture has been mapped, is then rendered, seen from the 

sition of the light projector using the perspective 

projection, and it is projected directly onto the real 

environment by the light projectors as the illumination 

image. 

Thus, the correct occlusion effect can be represented 

when th

jects, as shown in figure 4 (a), because only that part of 

real environment, which is not occluded by the virtual 

objects, is illuminated. 

In addition, when the virtual object is located behind 

the real object as shown

the real object with a white color is rendered and the 

image of the virtual object, that is not occluded by the real 

object, is projected by the stereo projectors. 

4.3. Creating 3D models of moving real objects 

In order to use the light projector fun

necessary to measure the 3D positions and shapes of th

real objects, as mentioned in section 4.2. In our technique

 information from the static real objects is measured in 

advance. However, when the light projector function is 

used for moving real objects, it is necessary to measure 

the 3D information in real time. In this study, the 

shape-from-silhouette method is used to measure the 3D 

information from the moving real objects. 

This method is based on the principle that the shape of 

the 3D object exists within the volume obtained by the 

back-projection of the silhouette from the c

ewpoint. Based on this principle, a set of silhouette 

images specifies the boundary volume, called a visual 

hull, by intersecting the volumes created by each 

silhouette. Thus, the visual hull constructed by all 

silhouette images approximates to the shape of the 3D 

object [12]. Therefore, the 3D objects can be 

reconstructed from the 2D silhouette images. This method 

has been applied to construct the 3D shape and position of 

the moving real object. 

The following is the procedure of creating the 3D 

models of the moving real objects for light projector 

function, using the shape

(1) In this method, infrared floodlights are placed 

where they can illuminate the real objects, and 

two infrared cameras are placed at dif

locations to capture the images of the moving real 

objects from different viewpoints. An infrared 

filter is attached in front of the lens of each 

camera to permit penetration by only the infrared 

light. 

The extrinsic camera parameters and perspective 

projection matrix of each camera are estimated in 

the cal

(3) Each camera takes an image of the real 

environment, where the moving real objects do 

not exist, beforehand, an

as the background images. 

When the moving real object exists in the display 

space, each camera takes an image of it. Then the 

binary silhouette images of m

created, based on a background subtraction 

algorithm, using the background image stored in 

(3).

The three dimensional space in which a moving 

real object can exist is divided into a grid and each 

grid-

by the perspective projection matrix for each 

camera. If the projected grid-point is inside the 

corresponding silhouette, it is judged to be inside 

the silhouette cone (i.e. the volume obtained by 
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back-projecting the silhouette from the camera’s 

viewpoint.) If the grid-point is judged to be inside 

all the silhouette cones, it is determined to be 

inside the real object and a voxel (small cube) is 

defined at the grid-point. This calculation is 

conducted for all grid-points. Thus, a 3D voxel 

model of the real object is created. 

By repeating the processes, (4) and (5) in real 

time, the 3D model of the moving real object can 

be created 

(6)

capture
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Figure 6: The examples of the displayed images. 

Therefore, the size of the virtual box was changed in

propor view 

position so as to render the appearance of size of the 

vi

Overhead vie

In our approach, we have used the infrared cameras to 

 the images of the real objects. If normal cameras 

houette images of the real objects, because the 

foreground object in an image cannot be correctly 

segmented from the background by the background 

subtraction algorithm. When a part of the real object is 

occluded by the virtual object, it cannot be captured by 

the normal camera because it is not illuminated by the 

light projectors. This is the reason that the infrared 

cameras illumination system has been employed. By 

using the infrared light that cannot be perceived by the 

user, the images of the real environment can be captured 

with a stable lighting condition and it is not influenced by 

the illumination from the light projectors. 

Using the above mentioned procedure, the 3D models 

of the moving real objects are created and the light 

projector function can be used for the

jects. 

5. Experiments

5.1. Evaluation of

of the light projector representing the occlusion effe

the ARView. The accuracy of the user’s depth perce

as compared, with and without the use of the light 

projector function. 

5.1.1 Experimental Method 

Before starting this experiment, a universal coordinate 

system, common to t

was de ned, as shown in figure

The x-axis was defined as parallel to the virtual image 

plane (i.e. the plane on which virtual image is displayed in 

front of the user) and the floor. The

e virtual image plane and the z-axis was vertical to the 

floor. The origin of x-coordinate was defined at the 

midpoint of the width of the floor screen, and the origin of 

y-coordinate was 1.0m in front of the virtual image plane, 

while that of z-coordinate was on the floor. 

Firstly, while wearing the liquid crystal shutter glasses, 

the subject sat on the chair, placed at the position (0.0, 

-2.1, 0.0). The real object of a 

.31x0.09x0.26m), whose position and shape had been 

measured in advance, was placed behind the mirror film 

at the position (0.0, 1.14, 1.25). A stereoscopic image of 

the virtual cubic box was also displayed. 

Figure 5: Co-ordinate system used. 

In this experiment, the virtual cubic box was located at

h positions, with y-coordinates, 1

as overlapped by the virtual box when they were seen 

from the subject’s viewpoint, as shown in figure 6. In this 

case, since the image of the virtual box was rendered 

using the perspective projection, the box located near the 

subject appeared larger than the box located farther from 

him on the virtual image plane. 

tion to the distance from the subject’s 

rtual box constant. The virtual box was displayed in one 

of the eight positions, with the real box in two different 

conditions, where the function of the occlusion shadow 

was either used or not used as shown in figure 6. Namely, 

Floor screen

Virtual image plane 

w Sideways view 

Virtual image plane

1.00m

Y

X
Z

Y
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sixteen scenes were given randomly to several subjects, 

and they were asked to answer the question “Is the virtual 

box located in front of the real box or behind the real 

box?” with the options ‘in front of the real box’, ‘behind 

the real box’ and ‘no idea’. The experiment was 

conducted using four different color conditions for the 

virtual box, including ‘bright green’, ‘dark green’, ‘bright 

white’ and ‘dull white’ as shown in figure 6. Five subjects 

each performed the experiment three times. 

5.1.2 Results and Analysis 

Figure 7 shows the results of this experiment. This 

graph indicates the correct answer rates in the cases where 

ere not used. The correct 

an

ented reality environment where real and 

vi

 is not used), factor B is 

th

d, however, the correct answer rate 

was a little lower when the virtual object was located 

cl

between a real object and a virtual object 

w

n for Moving Real object 

In this research, we conducted an experiment in which 

ibed 

The

ex

ng real object) 

w

the light projectors were or w

swer rates were calculated, ascribing ‘no idea’ to a 

wrong answer. 

From the results, we can consider that the light 

projectors improved the users’ depth perception in the 

immersive augm

rtual objects were integrated.  

We evaluated the results of this experiment by using 

three-way ANOVA; factor A is the method (light 

projector is used / light projector

e color hue of the virtual objects (white / green), factor 

C is the brightness of the virtual objects (bright / dark). 

From the results, the use of the light projector was 

significant with a 1% level of significance, although the 

other factors were not significant. 

Figure 7: Comparison of results, with and without occlusion 

correction of images. 

In the graph displaying the result when the light 

projectors were use

oser to the subject (i.e. the area from -0.2 to -0.8). The 

LED light projector used in this experiment could not 

output a stereo image synchronized with the virtual object 

image, because the refresh rate of the projected light was 

below 75Hz. For this reason, the light projector creates 

only the shadow image occluded by the virtual object 

seen from the use’s left eye position. Consequently, the 

greater the difference in depth values between the virtual 

object and the real object, the larger was the positional 

error between the shadow that was projected onto the real 

object’s surface and the virtual object’s image seen from 

the right eye position, as shown in figure 8 (left). This 

seems to be the reason for the decrease in the correct 

answer rate when the virtual object was located close to 

the subject. 

From the results of this experiment, we can conclude 

that the user can perceive the correct positional 

relationship 

hen the distance between them is less than 1.0m (the 

direction error between the shadow and the virtual 

object’s image for the right eye is less than 0.49 deg). In 

the experimental system, the low brightness LED 

projectors were used as the light projectors so that they 

could illuminate a person standing behind the 

semi-mirrored film. However, the above mentioned 

problem would be solved by using the light projectors 

that have a refresh rate of more than 100Hz and could be 

synchronized with the projected stereo image of the 

virtual objects. 

Figure 8: Stereo parallax image and shadow projected onto the 

surface of a real object. 

5.2. Implementatio

the correct occlusion representation technique, descr

in section 4, was applied to a moving real object. 

perimental conditions were as follows. 

The display system used in this experiment was 

ARView. The stereoscopic image of the virtual cubic box 

was displayed while a person (i.e. a movi

as standing behind the semi-mirrored film. 

Two infrared USB cameras (NETCOWBOY 

Error for right eye
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C
o
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c
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DC-NCR131), equipped with the infrared filter (IR-78: 

Fuji film) in front of the lens, were used to capture the 

im

ain the 

us

x 2.5cm captured 

amera images and the silhouette images was 640 x 480. 

th

 behind the real object. 

Th

ized

an

Figure 10: Use of light projector function with a person. 

 PC-1 PC-2 PC-3

ages of the person. One camera was placed behind the 

semi-mirrored film to capture the image seen from the 

side, while the other camera was placed in front of the 

semi-mirrored film. The extrinsic camera parameters 

were measured in the experimental environment. 

These cameras were connected to PC-1. Additionally, 

PC-2 was used to create the images of the virtual object 

projected by the stereo projectors and to ascert

er’s viewpoint from the electromagnetic sensor. PC-3 

was used to create the images for the light projectors. 

These PCs were connected through a Gigabit Ethernet. 

When the infrared images were sent to the PC-1 from two 

infrared cameras, the silhouette images were created by 

using the background subtraction algorithm in PC-1. In 

this case, the background noise was filtered out by a 

morphological opening operation [13][14] and the 

silhouette images were sent to the PC-2 and the PC-3. In 

the PC-2, the voxel model of the real object was created, 

based on the silhouette image using the 

shape-from-silhouette method, and the stereoscopic 

image of the virtual object, occluded by the real object, 

was rendered and then was projected by the stereo 

projectors. At the same time, positional data, measured by 

the electromagnetic sensor, was sent from PC-2 to PC-3. 

In PC-3, the voxel model was also created based on the 

silhouette images and the light image, occluded by the 

virtual object seen from the user’s viewpoint, was 

projected by the light projectors. 

Figure 9: System structure and data flow 

The size of the voxel used in the experiment was 2.5cm 

x 2.5cm, and the resolution of the 

c

In this condition, the correct occlusion effect between 

the moving real object and the virtual object was 

represented. The result is shown in figure 9. In figure 9, 

e person and the virtual object image, comprising a 

green cubic box, are represented in the immersive 

augmented reality environment. 

In addition, table 1 shows the performances of 

processes in each PC when the virtual object is located in 

front of the real object and it is

ese values include the time for data transmission. 

Though each camera can capture images at 30 fps, the 

PC obtained the images at less than 30 fps because two 

images captured by two cameras must be synchron

d the capture speed of the USB cameras depends on an 

amount of received light. 

T

 (Hz) 

he speed of image creation 
16.05 15.93 16.05

Table 1: The speed of image creation on each PC

From the results, the l o u  w  

to rea for a 

oving real object, although the positional errors 

be

ob

esented a technique to 

t between virtual 

ersive augmented 

re

real object and a 

vi

.

ight pr jector f nction as able

lize the correct occlusion effect in real time 

m

tween the occlusion shadow, projected onto the real 

object’s surface, and the virtual object’s image were a 

little larger than the error in the case of static real objects. 

From the table 1, the images for the light projectors and 

the stereo projectors were rendered at more than 15 fps. 

Although, in this research, one person and one virtual 

ject were integrated in an immersive augmented reality 

environment, these frame-rates depend on the number of 

polygons rendered in each PC. 

6. Summary and Conclusions 

In this paper, we have pr

represent the correct occlusion effec

objects and real objects in the imm

ality display, using the light projector function. In 

particular, we realized the correct occlusion of the 

moving real object by measuring the 3D positions and 

shapes of the real objects in real time. 

In the evaluation experiment, it was shown that the 

system of light projectors was useful for the perception of 

the positional relationship between a 

rtual object. In addition, the representation of the 

correct occlusion between a moving real object and a 

virtual object was realized in real time. 
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Future work will include improving the accuracy of 

integration between moving real objects and virtual 

objects. 
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