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Abstract

In this paper, we make an output quality comparison
of haptic media synchronization algorithms in work where
a user lifts and moves a virtual object and in a remote
haptic drawing system. As a haptic interface device, we
use PHANToM DESKTOP or SPIDAR-G AHS in the for-
mer work and PHANToM Omni in the latter. We handle
five haptic media synchronization algorithms: Virtual-Time
Rendering (VTR), Buffering, Skipping, Queue Monitoring
(QM), and the adaptive buffer control. By subjective as-
sessment, we clarify the quantitative relationships among
the algorithms. Assessment results show that VTR is the
most effective.

1. Introduction
Because of rapid growth of haptic interface devices, a

number of researchers pay attention to networked virtual
environments using haptic media [1]. In the environments,
there are many applications such as networked real-time
games [2], collaborative work [3], and remote haptic draw-
ing systems [4]. Since a user can touch an object in a 3-D
virtual space based on computer graphics (CG) with a hap-
tic interface device, we can largely improve the efficiency
of collaborative work and immerse ourselves in playing net-
worked real-time games. However, when we do these types
of work through a network, network delay jitter disturbs the
temporal relations of haptic media; thus, the output qual-
ity of haptic media may seriously be degraded. Therefore,
when we deal with haptic media transmission, it is neces-
sary to maintain the temporal relations of haptic media by
carrying out media synchronization control [4]-[8].

In [4], the authors adopt the Virtual-Time Rendering
(VTR) and Skipping for media synchronization control and
investigate the influence of network delay jitter on a re-
mote haptic drawing system in which an instructor teaches a

learner how to draw a figure while the instructor and learner
are feeling the sense of force interactively. Also, in [5],
the authors deal with VTR, Buffering, and Skipping as hap-
tic media synchronization algorithms and examine the in-
fluence of the network load on the output quality in work
where a user lifts and moves a virtual object with a haptic
interface device. In [6], a media synchronization algorithm
called Queue Monitoring (QM) [9] is used in networked
collaborative work where two users lifts and moves a vir-
tual object cooperatively, and the influence of network delay
jitter on the output quality of haptic media is investigated
by subjective assessment. Furthermore, in [7] and [8], the
adaptive buffer control (called ABC in this paper) algorithm
for haptic media synchronization is proposed for remote
surgery. However, the quantitative relationships among the
above algorithms have not been clarified so far. To clarify
ranges of network delay and delay jitter in which the al-
gorithms work effectively, we need to compare the output
quality of the algorithms.

In this paper, we handle VTR, Buffering, Skipping, QM,
and ABC as haptic media synchronization algorithms. We
deal with two types of work to investigate the influences of
network delay and delay jitter. One is work in which a user
lifts and moves a virtual object [5] (this work is employed in
a networked real-time game [10]), and the other is a remote
haptic drawing system [4]. Then, we compare the output
quality of the five haptic media synchronization algorithms
by subjective assessment.

The rest of this paper is organized as follows. Section 2
describes the two types of work adopted in the paper. Sec-
tion 3 outlines experimental systems. Section 4 explains
the five haptic media synchronization algorithms. Section 5
describes assessment methods, and assessment results are
presented in Section 6. Section 7 concludes the paper.
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2. Work Descriptions
In this paper, we adopt two types of work with largely-

different characteristics. One is work in which a user lifts
and moves a virtual object (called work 1 in this paper),
and the other is a remote haptic drawing system (called
work 2). In work 1, a user does the work with PHANToM
DESKTOP [11], [12] or SPIDAR-G AHS [13] based on a
client-server model. Work 2, in which two users do the
remote haptic drawing instruction work with PHANToM
Omni [11], [14], is based on a Peer to Peer (P2P) model.

In the two types of work, each terminal transmits media
units (MUs), each of which is the information unit for media
synchronization control. Each MU includes position infor-
mation of a haptic interface device. The transmission rate
of MUs is 1 kHz in work 1 [12] and 30 Hz in work 2 [4].
In what follows, we explain the details of the two types of
work.

2.1. Work 1

In work 1, we use a client-server model that consists of
a client and a server (see Fig. 1). A user of the client moves
a rigid cube (the length of each side is 1/4 of the height of
a virtual space surrounded by walls, a floor, and a ceiling
as shown in Fig. 2) as an object in a virtual space by us-
ing a cursor (i.e., a position which the user tries to touch
or are touching with a haptic interface device) of PHAN-
ToM DESKTOP or SPIDAR-G AHS (denoted by a hemi-
sphere beneath the cube in Fig. 2). In the case of PHAN-
ToM DESKTOP, the height of the virtual space is 89.7 mm,
the width is 129.7 mm, and the depth is 89.7 mm; in the case
of the SPIDAR-G AHS, the height is 200 mm, the width is
120 mm, and the depth is 200 mm. The cursor moves in
the space when the user manipulates the stylus of PHAN-
ToM DESKTOP or the grip of SPIDAR-G AHS with his/her
hand. In our experimental system, the user lifts and moves
the cube so that the cube contains a target (denoted by a
sphere in Fig. 2; its diameter is equal to the length of each
side of the object) which revolves along a circular orbit at
a constant velocity. We do not carry out collision detection
among the target, the orbit, and the object or cursor.

Figure 1. System model of work 1.

Figure 2. Displayed image of virtual space in work 1.

The server manages the information of the virtual space
and updates the space [5]. The client inputs the position
of the cursor, carries out the media synchronization control
over MUs which are received from the server, and outputs
the reaction force to the user through PAHNToM DESK-
TOP or SPIDAR-G AHS. The reaction force is calculated
based on the Spring-Damper model [12] so that the force is
proportional to the penetration depth of the cursor into the
object and the velocity of the cursor.

2.2. Work 2

In work 2, we use a P2P model which consists of two
terminals (see Fig. 3). While an instructor and a learner are
feeling the sense of force interactively through PHANToM
Omni connected to each terminal, the learner draws a figure
with a single stroke of brush as shown in Fig. 4 (the in-
structor and learner draw a cartoon character in Fig. 4, but
they drew a spiral in our experiment for simplicity) on a vir-
tual canvas (height: 152 mm, width: 214 mm) by following
the trace of the instructor. The instructor and learner termi-
nals carry out media synchronization control after receiving
the position information (i.e., MUs) from each other. At
each terminal, the reaction force which is output to PHAN-
ToM Omni is calculated based on the position comparison
between the PHANToM Omni cursor (i.e., the tip of the
paintbrush) of the instructor terminal and that of the learner
terminal. Then, the reaction force is calculated so that the
force is proportional to the distance between the instructor’s
cursor and the learner’s cursor [4]. In addition, updating fig-
ure on the virtual canvas is also carried out [4], [15].

3. Experimental Systems

Here we explain the experimental systems of work 1 and
work 2. In this paper, we deal with two types of networks.
One uses a network emulator (NIST Net [16]), and the other
employs routers.
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Figure 3. System model of work 2.

Figure 4. Displayed image of virtual space in work 2.

3.1. Work 1

(a) Case with NIST Net

In this experiment, a server (CPU: Xeon 3.06 GHz, OS:
Windows 2000) and a client (CPU: Pentium4 1.5 GHz, OS:
Windows 2000) are connected to each other via NIST Net
(see Fig. 5). By using NIST Net, we generate an additional
delay for each MU transmitted from the server to the client
according to the Pareto normal distribution [16]; for sim-
plicity, we generate no additional delay for each MU trans-
mitted in the reverse direction.

Figure 5. Experimental system of work 1 (a)

(b) Case with routers

As shown in Fig. 6, the experimental system consists of a
server (CPU: Xeon 3.06 GHz, OS: Windows 2000), a client
(CPU: Pentium4 1.5 GHz, OS: Windows 2000), two data
terminals (i.e., a data sending terminal and a data receiving
terminal), two 100BASE-T Ethernet switching hubs, and

two routers (Cisco 2611). The two routers are connected
to each other by a V.35 serial cable (full duplex transmis-
sion of 2 Mbps). The data receiving terminal and the client
are connected to the routers via one of the switching hubs,
and the data sending terminal and the server are connected
to the routers via the other switching hub.

Figure 6. Experimental system of work 1 (b).

In order to generate a traffic flow of interference, the
data sending terminal sends fixed-size data messages of
1472 bytes each to the data receiving terminal at exponen-
tially distributed intervals. For transmission of MUs and in-
terference data messages, we use the UDP protocol in this
paper.

3.2. Work 2

(a) Case with NIST Net

In the remote haptic drawing system, an instructor ter-
minal (CPU: Pentium4 2.8 GHz, OS: WindowsXP) and
a learner terminal (CPU: Pentium4 2.8 GHz, OS: Win-
dowsXP) are connected to each other via NIST Net (see
Fig. 7). NIST Net is used to generate an additional delay
for each MU transmitted between the server and the client
according to the Pareto normal distribution.

Figure 7. Experimental system of work 2 (a).

(b) Case with routers

As shown in Fig. 8, the experimental system consists of
an instructor terminal (CPU: Pentium4 2.8 GHz, OS: Win-
dowsXP), a learner terminal (CPU: Pentium4 2.8 GHz, OS:
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WindowsXP), two data terminals, two 100BASE-T Ether-
net switching hubs, and two routers (Cisco 2611). The net-
work configuration of the experimental system and the gen-
eration and transmission methods of interference data mes-
sages are the same as those in work 1 (b).

Figure 8. Experimental system of work 2 (b).

4. Synchronization Algorithms
In this paper, we make a comparison of output quality

among the following five haptic media synchronization al-
gorithms: VTR, Buffering, Skipping, QM, and ABC. The
five algorithms carry out order control. The control discards
an MU without outputting the MU if its sequence number
is smaller than those of MUs which have been output.

VTR has a virtual-time axis which can be contracted or
expanded dynamically according to the network delay jitter.
Media synchronization is maintained by outputting MUs
along the virtual-time axis [5]. Buffering carries out only
initial buffering control and pausing control [5]. The ini-
tial buffering control exerts a constant-time buffering of the
first MU. Skipping outputs MUs on receiving the MUs, and
it outputs only the latest MU which is stored in the receiving
buffer and discards the other MUs left in the buffer [5]. QM
deletes the oldest MU in the buffer if the value of counter
(a counter is set to each MU in the buffer, and the counter
is incremented by one whenever an MU is output) exceeds
a threshold value Th. At the same time, all the counters’
values are reset to zero [9]. ABC dynamically extends the
buffering time of MUs according to the network delay under
the adaptive buffer approach, which determines the buffer-
ing time by observing the network delay, and the time-
adjustment mechanism, which determines the output time
of each MU by adding the buffering time to the generation
time [7]

In the case of PHANToM DESKTOP of work 1 (a), we
adopt parameter values of each haptic media synchroniza-
tion algorithm which are shown in Table 1. In a prelim-
inary experiment, the operation of PHANToM DESKTOP
became difficult in VTR when the maximum allowable de-

lay ∆al [5] was larger than or equal to 65 ms; thus, the max-
imum value of ∆al was set to 65 ms. Also, since we had no
large difference in experimental results when the value of
∆al was less than or equal to 35 ms, the minimum value
of ∆al was set to 35 ms. Furthermore, we set an estimated
value of the maximum network delay jitter (i.e., the initial
buffering time) Jmax [5] to 10 ms because there was almost
no change in experimental results when Jmax ≤ ∆al [5].

In Buffering, when the initial buffering time X was
smaller than or equal to 10 ms, the experimental results
were almost the same as those in the case of X = 10 ms.
In addition, the experimental results were hardly improved
when X was larger than or equal to 20 ms. Therefore, X

was set to 10 ms and 20 ms.
Skipping does not have any parameter.
In QM, since the efficiency of work was not improved

when the threshold value Th was larger than or equal to
15, the maximum value of Th was set to 15. Note that the
minimum value of Th is 1.

In ABC, since there was no large change in the efficiency
of work when the number of observed MUs N was larger
than or equal to 200, we set the maximum value of N to 200.
When the value of N was smaller than 7, the efficiency of
work became worse than that in the case of N = 7; thus, the
minimum value of N was set to 7.

Parameter values of each algorithm for PHANToM
DESKTOP of work 1 (b), SPIDAR-G AHS of work 1 (a)
and (b), and PHANToM Omni of work 2 (a) and (b) are de-
termined in the same way as that in the case of PHANToM
DESKTOP of work 1 (a). The parameter values are shown
in Tables 1 and 2.

5. Assessment Methods
We have carried out subjective assessment to compare

the output quality among the five haptic media synchroniza-
tion algorithms. The subjective assessment of work 1 (a)
which uses PHANToM DESKTOP, that of work 1 (a) which
employs SPIDAR-G AHS, and that of work 2 (a) were car-
ried out separately for each subject. Also, the subjective
assessment of work 1 (b) which uses PHANToM DESK-
TOP, that of work 1 (b) which employs SPIDAR-G AHS,
and that of work 2 (b) were performed separately for each
subject. In the subjective assessment, we had fifteen sub-
jects whose ages were between 20 and 24. We enhanced the
single-stimulus method of ITU-R BT. 500-11 [17], which is
a recommendation for subjective assessment of television
pictures. This is because there is no standard for subjective
assessment of haptic media.

After practicing several times under the condition that
there was no additional delay or no data load, each subject
gave a score based on the scores listed in Table 3 according
to the degree of deterioration in haptic and visual feelings
on the condition that there exist additional delays or data
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Table 1. Parameters of each algorithm in work 1.
Work 1 (a) Work 1 (b)

Algorithm Parameter PHANToM SPIDAR-G PHANToM SPIDAR-G
DESKTOP AHS DESKTOP AHS

VTR Maximum allowable delay ∆al [ms] 35, 45, 55, 65 30, 45, 60, 75 50, 55, 60, 65

Buffering Initial buffering time X [ms] 10, 20

Skipping - -
QM Threshold Th 1, 5, 10, 15

ABC Number of observed MUs N 7, 100, 150, 200

Table 2. Parameters of each algorithm in work 2.
Algorithm Parameter Work 2 (a) Work 2 (b)

VTR Maximum allowable delay ∆al [ms] 100, 120, 140, 160, 180, 200 20, 40, 60, 80, 100, 120

Buffering Initial buffering time X [ms] 20, 40, 60, 80, 100

Skipping - -
QM Threshold Th 1, 5, 10, 15

ABC Number of observed MUs N 7, 30, 60, 90

loads. In the assessment, we selected the five haptic media
synchronization algorithms randomly and set the average
additional delay or the data load randomly. Thus, we ob-
tained the mean opinion score (MOS) [17].

Table 3. Five-grade impairment scale.
Score Description

5 Imperceptible

4 Perceptible, but not annoying

3 Slightly annoying

2 Annoying

1 Very annoying

In work 1, each subject carried out the subjective assess-
ment at the client. In work 2, each subject made the sub-
jective assessment as an instructor1, and one of the authors
always manipulated PHANToM Omni as a learner. From a
small set of preliminary experiment, we deduced that a du-
ration of 25 seconds of a test sample is sufficiently long for
getting the opinions of subjects in both work 1 and work 2.
Thus, the measurement of the quality was carried out for
25 seconds from 5 seconds2 after the beginning of each ex-
periment run. As for the total assessment time per subject,
work 1 (a) and work 1 (b) which use PHANToM DESK-
TOP and work 1 (a) and work 1 (b) which employ SPIDAR-

1 As a result of a preliminary experiment, we could see no large dif-
ference in the output quality among the five haptic media synchronization
algorithms at the learner terminal. This is because the learner did not need
stronger force than the instructor to operate the PHANToM Omni, and
he/she may regard the degradation caused by the additional delay or data
load as the force exerted by the instructor [4].

2 We lifted and moved the object from the floor to the target within
the 5 seconds in work 1. In work 2, we started the remote haptic drawing
instruction work within the 5 seconds.

G AHS took about 40 minutes each. Also, work 2 (a)
took around 40 minutes, and work 2 (b) took approximately
50 minutes.

6. Assessment Results
In this section, we present assessment results of work 1,

and then we present those of work 2.

6.1. Work 1
6. 1. 1 Case of PHANToM DESKTOP

We show the assessment results in the cases with NIST
Net and with routers.

(a) Case with NIST Net

We show the MOS values of the five algorithms as a
function of the average additional delay in Fig. 9, where
we also plot the 95% confidence intervals. The MOS val-
ues of each algorithm in Fig. 9 are obtained at parameter
values which have the highest MOS value for each average
additional delay. We also set the standard deviation of the
additional delay from the server to the client to 10 ms.

From Fig. 9, we can see that the MOS values of VTR,
Skipping, and QM are higher than those of Buffering and
ABC. Since the buffering time is long in Buffering and
ABC, the average MU delays of Buffering and ABC are
larger than those of VTR, Skipping, and QM. The average
MU delay is defined as the average time from the moment
an MU is generated until the instant the MU is output. It
should be noted that as the average MU delay increases, the
work becomes harder [5].

We also made the experiment with the standard devia-
tions of 5 ms and 15 ms. As a result, we obtained almost the
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same results as those when the standard deviation is 10 ms.

Figure 9. MOS of work 1 (a) (PHANToM DESKTOP).

(b) Case with routers

We show the MOS values versus the data load in Fig. 10,
where we also plot the 95% confidence intervals. The data
load is defined as the average number of interference data
bits transmitted in a second at the data sending terminal.
The MOS values of each algorithm in Fig. 10 are obtained
at parameter values which have the highest MOS values for
each data load.

From Fig. 10, we find that the MOS value of Buffering
is almost the same as those of VTR, Skipping, and QM,
which are higher than that of ABC when the data load is
heavier than about 1.25 Mbps and lighter than around 2.00
Mbps. This is because there was no large difference in the
average MU delay among VTR, Buffering, Skipping, and
QM; the average MU delay of ABC was longer than those
of the other four algorithms.

Figure 10. MOS of work 1 (b) (PHANToM DESKTOP).

6. 1. 2 Case of SPIDAR-G AHS

(a) Case with NIST Net

We show the MOS values as a function of the average
additional delay in Fig. 11. The parameter values of each
algorithm are chosen in the same way as that in 6.1.1 (a).

Figure 11. MOS of work 1 (a) (SPIDAR-G AHS).

From Fig. 11, we can see that the MOS values of VTR,
Buffering, Skipping, and QM are higher than that of ABC
when the average additional delay is larger than about 0 ms.
However, the MOS value of Buffering tends to be slightly
smaller than those of VTR, Skipping, and QM.

Furthermore, we made the experiment with the standard
deviations of 5 ms and 15 ms as in 6.1.1 (a). As a result, we
obtained almost the same results as those in the case where
the standard deviation is 10 ms.

(b) Case with routers

The MOS values versus the data load are shown in
Fig. 12. The parameter values of each algorithm are cho-
sen in the same way as that in 6.1.1 (b).

In Fig. 12, we can see that the MOS values of the five
algorithms in the case of SPIDAR-G AHS have a similar
tendency to those in the case of PHANToM DESKTOP (i.e.,
in Fig. 10).

6.2. work 2

(a) Case with NIST Net

We show the MOS values versus the standard deviation
of the additional delay in Fig. 13. In the figure, the aver-
age additional delay between the instructor terminal and the
learner terminal is set to 100 ms.

From Fig. 13, we note that the MOS values of VTR and
Buffering are the highest, and those of Skipping and QM
are the second highest, and that of ABC is the lowest. This
is because VTR and Buffering absorb network delay jitter
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Figure 12. MOS of work 1 (b) (SPIDAR-G AHS).

more effectively than Skipping and QM3, which absorb net-
work delay jitter more effectively than ABC.

(b) Case with routers

We show the MOS values versus the data load in Fig. 14.
Figure 14 reveals that the MOS values of the five algorithms
are almost the same. The reason is that the network delay
jitter was tiny in this case.

From Figs. 10, 12 and 14, we can see that in work 1 (b),
the MOS value of ABC is smaller than those of the other
four algorithms when the data load is heavier than about
1.25 Mbps and lighter than around 2.00 Mbps; on the other
hand, in work 2 (b), there is no large difference among the
five algorithms, and the MOS value of ABC is higher than
that of work 1 (b) when the data load is heavier than about
1.25 Mbps and lighter than around 2.00 Mbps. This is be-
cause the average network delay in work 2 (b) was smaller
than that in work 1 (b).

From the above observations, we can say that when
we use PHANToM DESKTOP, the output quality of VTR,
Skipping, and QM is the highest in work 1 (a); the output
quality of VTR, Buffering, Skipping, and QM is the highest
in work 1 (b). When we use SPIDAR-G AHS, the output
quality of VTR, Buffering, Skipping, and QM is the high-
est in both work 1 (a) and work 1 (b). Furthermore, in the
case of work 2 (a), the output quality of VTR and Buffering
is the highest, but there is no large difference in the output
quality among the five algorithms in work 2 (b). Therefore,
VTR is the most effective in all the types of work.

In this study, we also carried out objective assessment at
the same time as the subjective assessment. As an objec-
tive assessment measure, we adopted the average distance

3 In QM of work 2, the MOS value was the highest when the threshold
value Th was one. In this case, QM outputs each MU on receiving the MU.
Since the MU transmission rate of work 2 is low (i.e., 30 Hz), multiple
MUs are hard to be saved at the same time in the buffer, and the number of
MUs in the buffer is at most one. Therefore, QM behaves like Skipping,
and large values of Th have no effect.

Figure 13. MOS of work 2 (a).

Figure 14. MOS of work 2 (b).

between cube and target [5] in work 1 and the following
rate [15] in work 2. The average distance between cube
and target denotes the efficiency of work. The following
rate means how much accurately the learner’s brush stroke
can catch up with the instructor’s one. Since the objective
assessment results had a similar tendency to the subjective
assessment results, we carried out multiple regression anal-
ysis to investigate the relations between the subjective and
objective assessment results. By the analysis, we found that
agreement between the experimental values and estimated
values of MOS is good. Therefore, we can estimate the
MOS values with high accuracy from the average distance
between cube and target or the following rate.

7. Conclusions

In this paper, we made a comparison of output quality
among five haptic media synchronization algorithms: VTR,
Buffering, Skipping, QM and ABC. By subjective assess-
ment, we found that when we use PHANToM DESKTOP,
the output quality of VTR, Skipping, and QM is the highest
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in work 1 (a) (where a user lifts and moves a virtual ob-
ject in the case with NIST Net); the output quality of VTR,
Buffering, Skipping, and QM is the highest in work 1 (b)
(where a user lifts and moves a virtual object in the case
with routers). When we use SPIDAR-G AHS, the output
quality of VTR, Buffering, Skipping, and QM is the high-
est in both work 1 (a) and work 1 (b). Furthermore, in
work 2 (a) (which is a remote haptic drawing system in
the case with NIST Net), the output quality of VTR and
Buffering is the highest, but there is no large difference in
the output quality among the five algorithms in work 2 (b)
(which is the remote haptic drawing system in the case with
routers). Therefore, VTR is the most effective in all the
types of work.

As the next step of our research, we need to make
a comparison of output quality for other types of work.
We also plan to use other kinds of haptic interface de-
vices.
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