
Abstract 

With the recent increases in wireless network 

bandwidth and mobile device performance, researchers 

pay more attention to construct mobile distributed virtual 

environment (MDVE) that can support users to 

participate in shared virtual environment (VE) by mobile 

device. However, MDVE faces many challenges due to the 

limitations of mobile devices. The short life of batteries 

may cause unexpected power interruption that may give 

rise to irreparable loss; the limitation of processing 

capacity and bandwidth will impact on interaction among 

avatars in real time. In this paper, we present a proxy-

based mechanism that adds a proxy module in server, 

including proxy-based state dissemination and avatar 

migration. Our experiments which show the efficiency of 

proposed mechanism successfully are given at last. 

1. Introduction 

Distributed virtual environment (DVE) allows multiple 

users (locating around the world and working on different 

computers that are interconnected through different 

networks) to interact in a shared virtual environment (VE) 

[1]. Each user is represented in the shared VE by an entity 

called avatar, whose state is controlled by the user input, 

and propagated to other avatars in the shared VE by 

networks. With the recent increases in wireless network 

bandwidth and mobile device performance, researchers 

pay more attention to construct mobile distributed virtual 

environment (MDVE) that can support users participate in 

the shared VE by mobile device. MDVE has been applied 

to various fields, such as wireless multiplayer online 

games, tour navigation applications, and augmented 

reality systems. 

With the limitations of mobile devices, MDVE faces 

many challenges [2]. For example, the short life of 

batteries may cause unexpected power interruption that 

may give rise to irreparable loss; the limitation of 

processing capacity and bandwidth will impact on 

interaction among avatars in real time. Especially, while 

avatar is migrating from one server to another, users suffer 

from perceiving abrupt scene change [3, 4], which 

influences the normal processing of application. In order 

to make mobile devices better to participate in MDVE, we 

must extend the life of batteries and reduce the processing 

of data packets, particularly in avatar migration. 

For the issues above, we present a proxy-based 

mechanism that adds a proxy module in server, including 

proxy-based state dissemination and avatar migration. 

Proxy-based state dissemination uses proxy to reduce the 

sending and filter the receiving of state packets. Proxy-

based avatar migration uses proxy to assist the completion 

of avatar migration. As avatar migrates directly between 

the servers through high-speed network, mobile devices 

only process a few data, so the seamless avatar migration 

can be ensured. 

The rest of the paper is organized as follows. Section 2 

presents related work about power-aware state 

dissemination and avatar migration in fixed networks. 

Section 3 describes the system model of our MDVE 

system. Section 4 details proxy-based mechanism for 

mobile devices in MDVE, including proxy-based state 

dissemination and avatar migration. Section 5 presents 

and discusses the results of the experiments. Finally, 

Section 6 concludes our paper with a discussion on 

possible future work. 

2. Related work 

In this section, we introduce the recent research of 

power consumption in mobile devices, the power-aware 

protocol in MDVE system and existing migration 

techniques for DVE. 

Due to the limited life of mobile devices batteries and 

the irreparable loss caused by the sudden power 

interruption, we must minimize the power consumption of 

simulation application for mobile devices. Recent 

researches [5, 6, 7, 8] show that wireless network interface 

cards (WNIC) consume a significant portion of the total 
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power needed by a communicating mobile device, even as 

high as 50% [2].  

A typical WNIC supports multiple modes of operation, 

with varying levels of power consumption. The common 

modes include the following power consumption in 

descending order: Transmit, Receive, Idle, Suspended and 

Off modes [2, 5]. 

According to the results of above researches, Shi et al 

[2] proposed a new power-aware dead reckoning 

framework for power-efficient state dissemination. By 

switching power mode between active and suspended 

mode, the power of mobile devices can be saved. 

However, suspending the WNIC can result in increased 

message latency and a higher probability of lost packets, 

and the suspension time is decided according to the global 

minimum among all the mobile devices' suspension 

periods. When the number of mobile devices increases, 

how to obtain the minimal suspension period becomes 

relatively difficult. 

When avatars simulate in multi-server architecture (see 

Section 3) DVE systems, the systems must provide an 

avatar migration mechanism to achieve moving from one 

region managed by a server to another region managed by 

a different server. Recent studies [3, 4, 9] have proposed 

some avatar migration mechanisms for non-mobile 

devices. They set buffer zone around the boundary of 

region. When avatar moves into the buffer zone, it will 

connect to more than one server, and receive data from 

those servers. In this case, the avatar will receive more 

data than usual, while it is in buffer zone, however, 

mobile devices cannot afford this task. Furthermore, 

because the migration processing needs the participation 

of avatars and mobile devices are restricted by the limited 

bandwidth and processing capacity of mobile devices, the 

migration becomes relatively tardiness and users 

experience decline. 

3. System model 

Our MDVE system adopts multi-server architecture. 

Multi-server architecture is becoming a defacto standard 

for DVE systems. In this architecture, the shared VE shall 

be partitioned into regions, and each of which is assigned 

to a separate server called region server, distributing the 

workload among them. Systems of this approach include 

RING [10], NetEffect [11], ATLAS [12, 13], and Citation 

[14]. The architecture of our MDVE system is illustrated 

in Figure 1. 

In this architecture, each avatar issues messages to the 

region server for further propagation to other avatars and 

region servers in the same VE. The advantage of this 

architecture is that the region server may perform message 

filtering to minimize the amount of messages needed to be 

handled by each client and to be propagated through the 

network. In this paper, we take advantage of this 

architecture to implement data filter to reduce the amount 

of data processing (see Section 4.1.2). This is the reason 

why we adopt multi-server architecture. 

Figure 1: The architecture of our MDVE system 

3.1. Logical layer side 

The whole VE is partitioned into a set of 
RN  regions 

denoted as 
iR  as shown in Figure 1. 

1 2{ , , , }
RNVE R R R= ⋅⋅⋅                    (1) 

The region is regularly subdivided into a set of 
CN

rectangular cells denoted as 
,i jC  as shown in Figure 1. 

,1 ,2 ,{ , , , }
Ci i i i NR C C C= ⋅⋅⋅                  (2) 

We assume that all regions are with the same size, and 

they have the same number of cells. We represent a 

partition that each server manages as a single square as 

shown in Figure 1. 

3.2. Physical layer side 

Monitor Server: this server is responsible for region 

server and avatar login and logout. While the system is 

running, it monitors the state of the region server and load 

balancing between the region servers. Monitor server also 

provides wireless network signal testing to help mobile 

devices with better interaction. 

Region Server: this server manages a region in VE. 

When an avatar in the region, the information of the 

avatar will be filtered and forwarded by the server which 

manages this region. When the region server receives 

messages from avatars, it determines if avatars reach the 

boundary of the region, and implements avatar migration 

mechanism to achieve seamless migration. In order to 

support mobile devices, we add MDProxy (see Section 4) 

in the region server to manage mobile devices in system. 
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Model Server: this server provides service for mobile 

device. It will deploy a few models in mobile devices 

before the system runs, because of the limited memory 

capacity in mobile devices. While the system is running, 

mobile devices request model server to obtain model 

according to the requirement. 

4. Proxy-based mechanism 

Proxy-based mechanism for mobile devices is 

composed of two parts: state dissemination and avatar 

migration. The tasks of the proxy are assigned to the 

region server, and come into being an independent module 

called MDProxy (see Figure 2). 

Figure 2: The architecture of proxy-based mechanism 

The MDProxy has three components: DR (Dead 

Reckoning) simulator, data filter and migration. DR 

simulator and data filter serve state dissemination. The 

former is used for reducing the amount of state protocol 

data units (PDUs) those mobile devices send; the latter is 

used for reducing the amount of state PDUs those mobile 

devices receive. Migration serves avatar migration, and it 

will obtain help from data filter to reduce the amount of 

state PDUs. 

4.1. Proxy-based state dissemination 

The process of traditional state dissemination is 

introduced below: an avatar continuously generates state 

PDUs by users’ input and issues them to the region server 

which the avatar belongs to, then the region server 

propagates these state PDUs to other region servers and 

avatars, while the avatar receives state PDUs of others 

from the region server. However, mobile devices are not 

suitable for continuing sending and receiving state PDUs 

because of the limitations of themselves. Based on the 

short life of batteries and the limitation of processing 

capacity of mobile devices, we hope to assign some of the 

tasks to other devices, such as the region server. The DR 

simulator and data filter of the MDProxy is in the region 

server and complete some works instead of mobile 

devices. DR simulator proposes a new state PDUs 

dissemination approach for avatar simulations that can 

timely determine to issue a state PDUs under given 

consistency constraint. Data Filter provides a new filtering 

approach for mobile devices that can dynamically 

determine a set of avatars’ state PDUs to be sent under 

given filtering criteria. 

A. DR simulator 

A method of position and orientation estimation called 

dead reckoning shall be employed to limit the rate at 

which avatar state PDUs are issued. By estimating the 

position and orientation of other avatars, it is not 

necessary to receive a report about every change in 

position and orientation that occurs in the avatar's 

trajectory over time. Only when a change in position and 

orientation differs by a prespecified amount (threshold) 

from the dead reckoned position and orientation is a new 

update required [15]. 

As is mentioned above, dead reckoning can reduce 

avatar state PDUs, so we design DR simulator to 

undertake this work. DR simulator shall maintain a dead 

reckoned model of every avatar of mobile device. The 

designated dead reckoning formula [15] is used to 

estimate the position and orientation of avatar which 

belongs to mobile device in the region server. The dead 

reckoning formula is chosen as follow. You can choose 

other dead reckoning formula instead of following. 

The position in world coordinates after time delta is: 

2

0 0

1

2
P P V t A t= + ∆ + ∆                  (3) 

Where 
0P  is position vector in world coordinates at 

initial time, 
0V  is velocity vector in world coordinates at 

initial time, A  is acceleration vector, and t∆ is time 

increment for dead reckoning step. 

The orientation matrix that takes world coordinates into 

body coordinates at time 
0t t+ ∆  is: 

0[ ] [ ][ ]w b w bR DR R
→ →

=                (4) 

Where [ ]DR  is dead reckoning matrix, and 
0[ ]w bR

→

is avatar’s initial world to body orientation matrix. 

With the estimation of DR simulator, the region server 

will generate state PDUs and issues them to other region 

servers and avatars. This processing does not require the 

participation of mobile devices. When the region server 

receives a new update from one of mobile devices it is 

dead reckoning, it shall correct its dead reckoning model 

18th International Conference on Artificial Reality and Telexistence 2008

185
ICAT 2008
Dec. 1-3, Yokohama, Japan
ISSN: 1345-1278



and base its estimation on the most recent position, 

velocity, and acceleration information. 

Each simulation application in mobile device shall 

maintain an internal model of itself (representing its actual 

position and orientation) and a dead reckoned model of 

itself. Thresholds for position and orientation shall be 

established as criteria for determining if the avatar’s actual 

position and orientation has varied from the dead 

reckoned model. When the avatar’s actual position and 

orientation have varied from the dead reckoned position 

and orientation by more than the threshold value denoted 

as , the avatar shall issue an avatar state PDU to 

communicate to DR simulator the actual position and 

orientation to correct the dead reckoned model of itself 

(see Figure 3). 

Figure 3: Example of DR simulator 

By the collaboration of mobile devices and region 

servers, the whole tracking in figure 3 only needs to issue 

three avatar state PDUs, greatly reducing the time of using 

WNIC in mobile devices. Of course, our approach also 

exists some limitations. From Figure 3, we can clearly see 

that two tracks are different between each other. This is 

the inherent problems of dead reckoning, but we can 

reduce such differences by decreasing the threshold .

Compared to the disastrous consequences due to 

unexpected power interruption, this deficiency of dead 

reckoning in real-time simulation applications supported 

mobile devices can still be accepted. Furthermore, the 

error can be decreased by replacing with better dead 

reckoning approaches or reducing the dead reckoning 

threshold . We implement a fundamental tradeoff 

between state consistency and power consumption. 

B. Data filter 

With the limited processing capacity, mobile devices 

are unable to deal with large amounts of data per second. 

In DVE systems, every avatar will receive large amounts 

of state PDUs form other avatars. For example, there are 

100 avatars in VE, and as we know ensuring real time 

ability must provide 25 frames per second, which means 

needing to receive 25 state PDUs from every avatar in VE, 

well then, mobile device will receive 2500 state PDUs per 

second. With the expanding the scale of DVE system, the 

data received per second in mobile device will also 

increase. In this case, the view of mobile device will be 

significantly different from the others, called the 

consistency problem. 

Due to reasons mentioned above, we need to filter data 

for mobile device. Because mobile device only receive 

state PDUs from region server, the task of filtering data 

can assign to the region server, and is the data filter 

module in MDProxy. 

To minimize the amount of data, most existing methods 

consider only the area of interest (AOI) of an avatar [16, 

17, 18]. We adopt this method to filter data. If an avatar 

falls inside the AOI of another, the avatar is considered 

visible to that one. Otherwise, the avatar is considered too 

far to be visible. In the system, we define an AOI of avatar 

as a circular region. Therefore, each AOI is characterized 

by a radius. 

In order to reduce the number of the interaction 

between the WNIC and the simulation application, we 

divide one second into 25 times, each time the region 

server will send a combination state PDU to mobile device, 

and the combination state PDU includes all avatars’ state 

PDUs which mobile device needs in that time. Whose 

state PDU can be put into the combination state PDU is 

determined by data filter in MDProxy. 

4.2. Proxy-based avatar migration 

In our system, an avatar in mobile device uses proxy-

based state dissemination, so when the avatar in mobile 

device locomotes to an adjacent region that is managed by 

another region server, it will make connections and 

disconnections, furthermore, the DR simulator and data 

filter in region server relating to an avatar in mobile 

device will also migrate from one to another region server. 

However, some avatar migration mechanisms for non-

mobile devices are unsuitable for mobile devices due to 

their limitations. In this case, our system provides an 

effective avatar migration mechanism for mobile devices. 

We refer it as proxy-based avatar migration. 

As it is the same with avatar migration mechanisms for 

non-mobile devices, we define two types of cells called 

general cell and boundary cell (see Figure 4). While an 

avatar is in boundary cell, this situation signifies the 

possibility that it will migrate into an adjacent region. In 

order to provide a seamless migration, the adjacent region 

server needs to know the avatar’s state information when 

it is in boundary cell. Hence, when the region server is 

aware of the event that an avatar enters the boundary cell, 

it will notify its adjacent region server, a vicarious dead 

reckoned model of that avatar is then created by the 

adjacent region server. 
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We classify the process of avatar migration in three 

kinds of cases (see Figure 4), and avatar A1, A2, A3 all run 

on mobile devices. Case one just like avatar A1 shown in 

Figure 4. When avatar A1 is at position P0, it just has one 

dead reckoned model in RS1, as mentioned in section 

4.1.1. When avatar A1 gradually moves into the boundary 

cell which is also managed by RS1, for instance, position 

P1, a vicarious dead reckoned model will be created in RS2,

but only the dead reckoned model in RS1 instead of avatar 

A1 issue the state PDUs to other avatars in VE, and the 

vicarious dead reckoned model has to preserve a state for 

avatar A1 only. The vicarious dead reckoned model in RS2

becomes a dead reckoned model to simulate the track for 

avatar A1 when avatar A1 gets across the boundary line, 

for example, position P2, and the dead reckoned model in 

RS1 will become the vicarious dead reckoned model to 

preserve a state for avatar A1. In other words, DR 

simulator for avatar A1 in RS1 and RS2 will exchange the 

roles when avatar A1 gets cross the boundary line. When 

avatar A1 moves from position P2 to position P3, it will 

delete the vicarious dead reckoned model in RS1. For case 

two, the track of avatar A2 is different from avatar A1.

Since it does not cross the boundary line, and get away 

from the boundary cell and back to the general cell 

managed by RS1, such as moving from position P2 to 

position P3 in the track of avatar A2. When avatar A2 goes 

back to region R1, the vicarious dead reckoned model in 

RS2 will be deleted. In case three, the role of the dead 

reckoned model and the vicarious dead reckoned model of 

avatar A3 will be exchanged twice. 

Figure 4: The avatar migration mechanism 

Because of the track of internal model in mobile and 

the dead reckoned model are not consistent, when the 

dead reckoned model moves from the general cell to the 

boundary cell, it will ask mobile device for state 

synchronization to confirm whether the avatar is in the 

boundary cell, and vice versa. 

Taking avatar A1 in Figure 4 as an example, we will 

introduce the interaction between the region server and the 

mobile device (see Figure 5). 

Figure 5: Step involved when avatar migrates 

Procedure:

Step 1. RS1 asks mobile device for state synchronization 

when the dead reckoned model moves into the 

boundary cell. 

Step 2. Mobile device returns a state PDUs to RS1.

Step 3. If the state is correct, then RS1 will inform RS2 to 

create a vicarious dead reckoned model. 

Step 4. When the dead reckoned model gets across the 

boundary line, RS1 will ask mobile device for 

state synchronization. 

Step 5. Mobile device returns a state PDUs to RS1.

Step 6. If the state is correct, then RS1 will notify RS2 to 

dead reckoning for mobile device and stop itself. 

Step 7. RS1 will notify mobile device that it shall interact 

with RS2 at next time. 

Step 8. When the dead reckoned model moves from the 

boundary cell to the general cell managed by RS2,

RS2 will ask mobile device for state 

synchronization. 

Step 9. Mobile device returns a state PDUs to RS2.

Step 10. RS2 inform RS1 to delete the vicarious dead 

reckoned model. 

When avatar migrates between the region servers, we 

will also filter data for mobile device. With the help of the 

dead reckoned model and the vicarious dead reckoned 

model, we can model the interest management that 

supports the avatar migration as given in [3]. Let 
iA

represent the dead reckoned model of an avatar with index 

i on the region server M , which is controlled by client 

iC , and 
'

iA  is its vicarious dead reckoned model on the 

adjacent server N . Then, the interest management for 
iA

can be defined as follow: 
'( ) { | ( ) ( )}i k k i k iAOI A C A AOI A A AOI A= ∀ ∝ ∨ ∀ ∝  (5) 
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kA M∝ ,
'

kA M∝

In addition, the interest management for the vicarious 

dead reckoned model 
'

iA  can be defined as follow: 

' '( ) { | ( )}i k k iAOI A C A AOI A= ∀ ∝         (6) 

kA N∝ , kA  is not located in the boundary cell 

These two formulas together provide a mechanism to 

perform interest management with spatial AOI technique 

for avatar migration. The detail mathematical proof of the 

correctness and completeness of two formulas is given in 

[19]. 

5. Results and discussions 

We have developed a simulation model and conducted 

a series of experimental studies to quantify and evaluate 

the performance of the proxy-based mechanism. In our 

simulation model, the complete VE is partitioned into 
RN

regions, and the region is regularly subdivided into 

10 10×  cells. Since each region is managed by one 

region server, 
RN  region servers will be required. Both 

the region server and the monitor server programs run on 

a PC with a 2.2 GHz CPU and 2 GB RAM. The client 

program runs on a HP iPAQ 212 PDA. Both PDA and 

access point (AP) are based on the IEEE 802.11g standard. 

5.1. Experiments for state dissemination 

In this section, we study the validity of proxy-based 

state dissemination mechanism. Proxy-based state 

dissemination mechanism includes DR simulator and data 

filter, applied to reduce the amount of sending and 

receiving data respectively. 

 In the first experiment, we make the avatar move 

along a circular track, and set the dead reckoning 

threshold  The radius of an 

AOI of avatar is set to 20 pixels, and there are 1000 even 

distribution of avatars in every region server. Table 1 

compares the amount of interactive data between the use 

and the non-use of proxy-based state dissemination 

mechanism. 

Table 1: Compare the amount of interactive data between the use 

and the non-use of proxy-based state dissemination mechanism 

Use/Non-

use 

Send 

(PDU/100s) 

Receive

(PDU/s) 

Use 27 25 

Non-use 2589 526 

From table 1, we could detect that proxy-based state 

dissemination mechanism can decrease the amount of 

interactive data, and then can save the power of mobile 

devices. The emerging problem of consistency still exists 

with the reducing of the amount, however, you can 

replace with better dead reckoning approaches or reducing 

the dead reckoning threshold 

.

In the second experiment, we set the dead reckoning 

threshold  to 2, 4, 6 and 8 pixels. Figure 6 shows the 

result of the experiment. 

Figure 6: Relationship between the threshold and the amount of 

sending data 

As we know, the increasing of the threshold will cause 

the decreasing of sending data. From figure 6, the rule 

also exists in our system. We implement a fundamental 

tradeoff between state consistency and power 

consumption. 

5.2. Experiments for avatar migration 

In this section, we study the performance of proxy-

based avatar migration mechanism. In this experiment, the 

whole VE is divided into two regions corresponding two 

region servers, and the region is regularly subdivided into 

10 10×  cells. We join a certain number of avatars to the 

VE, 10 avatars in every cell. Then we survey the 

processing time when an avatar in a mobile device 

migrates from region server 1 to region server 2 (see 

Figure 7). 

When the avatar of a mobile device moves into the 

boundary cell managed by region server 1 at time t1, the 

region server 1 asks the mobile device for state 

synchronization and informs RS2 to create a vicarious 

dead reckoned model (see Figure 5). These tasks will take 

some processing time, so we can see that the processing 

time rises. Region server 2 will maintain the new status of 

the vicarious dead reckoned model and assist the avatar to 

compute AOI, therefore they will also take processing 

time as the red line we can see from time t1 in figure 7. At 
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time t2, the avatar gets across the boundary line, and 

migrates from region server 1 to region server 2 

synchronously, so the processing time will exchange 

between two region servers. When the avatar moves from 

the boundary cell to the general cell managed by region 

server 2, figure 7 shows the exchange at time t3. From 

figure 7, we can see the processing time of proxy-based 

avatar migration mechanism is acceptable and well-

balanced. 

Figure 7: The processing time of avatar migration 

Figure 8: The response time of region server in our avatar 

migration mechanism 

When an avatar migrates from one to another region 

server, the related region server will generate extra 

processing mission. So we want to survey the response 

time of region server in our avatar migration mechanism is 

satisfactory or not. 

While avatars migrate from one to another region 

server, we can see from figure 8 the response time keeps 

between 35 ms and 45 ms. Compared to the response time 

of normal situation, it does not increase significantly in 

the process of avatar migration, so the interaction of 

avatar will not be affected generally. 

6. Conclusions 

In this paper, we present a proxy-based mechanism that 

adds a proxy module in region servers, including proxy-

based state dissemination and avatar migration. The 

former proposes a new state PDUs dissemination 

approach and a new filtering approach for mobile devices 

that can dynamically determine a set of avatars’ state 

PDUs to be sent under given filtering criteria. Proxy-

based avatar migration uses proxy to assist the completion 

of avatar migration. Avatars can migrate directly between 

the region servers through high-speed network, so the 

seamless avatar migration can be ensured. 

We have developed a simulation model and conducted 

a series of experimental studies to quantify and evaluate 

the performance of the proxy-based mechanism. Through 

experiments, proxy-based mechanism could tradeoff 

between state consistency and power consumption, and 

could ensure the seamless avatar migration for mobile 

devices. 
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