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Abstract

Visual display systems based on Immersive Projection
Technology, such as CAVE and CABIN, are expected to
be effective platforms for VR applications. However, the-
se kinds of visual displays, as well as other kinds of
fixed-screen-based display systems such as head-tracked
displays (HTD) and conventional CRT displays, have not
been utilized for exact telexistence in real environment,
which requires appropriate stereoscopic image se-
guences corresponding to the operator's head motion.
We found that the time-varying off-axis projection e-
quired for generating displayed images has been pre-
vented these kind of fixed screens from being used for
telexistence, as ordinary cameras have symmetric field of
view about the optical axis. We solved this problem by
equivalently realizing the off-axis projection by the com-
bination of ordinary symmetric projection and simple 2-
dimensional image manipulation. We propose several
types of implementation scheme according to which part
of this image manipulation is taken place after the cam-
eras capture the original image. The key element to con-
struct the system based on our proposed method is to
keep the orientation of the cameras, regardless of the op-
erator's head orientation. We redlized this feature by
designing a constant-orientation link mechanism. The
prototype of the constant-orientation link could follow
the operator’s natural rotational head motion.

Key words: telexistence, immersive projection technol-
ogy, head-tracked display, off-axis projection

1. Introduction

Visual display systems based on Immersive Projection
Technology (IPT), such as CAVE[1], CABIN [2], and so
on, are expected to be effective platforms for VR applica-
tions, as the visual quality provided by those systems is
considerably high. It is often mentioned that the visual
quality of IPT is provided by the large field of view ob-
tained by large screen and by the high resolution per
screen by using high-resolution graphics computers.
Moreover, it is considered that visual display systems

which use screen(s) fixed to the surrounding environ-
ment have some merits of the stability of the displayed
image when the operator move his/her head.

The angular error of the points in the displayed image,
which is caused by the tracking error or the latency of the
system, was analyzed to examine the stability of the im-
age provided by a projection-based VR display [1]. In
thisanalysis, the result was compared for Head-M ounted
Displays (HMD), CRT and CAVE, which showed that
there are significant advantages in fixed-screen paradigm
(CRT and CAVE) over the HMD, when rotational tracking
error exists. This result is inherently derived from the
characteristics of fixed-screen-based displays, in which
the pure rotation about the observation point does le-
quire the displayed image to be updated. The similar
analysis was reported [3] focusing on the effect of inevi-
table time delay through the whol e system on the HMD.

In spite of these merits, fixed-screen-based displays have
not been utilized for exact telexistence/telepresence in
real environment. So far only HMDs have been used for
the visual display systems in telexistence/telepresence
systems, such as TELESAR [4, 5], TOPS [6], and so on.
IPT displays have been used only as large- or multi-
screen monitors, when images of the real world are dis-
played, or they have enforced inexact stereoscopic view
upon the user even if the user's head motion is tracked.
This is a common aspect for conventional CRT displays
and projection displays with a single screen, as well as
for IPT displays.

In order to provide the operator with exact three-
dimensional sensation of presence by the cue of dispari-
ty and convergence, we have to design the system such
that the projection used at the remote site (camera) and
that of the operator's site are kept consistent. In other
words, the shape of the viewing volume at both sites
should coincide with each other. We noticed that there
are no camera systems that provide the viewing volume
corresponding to that of the display systems using fixed
screens, and found that thisis the key to realize the exact
telexistence/telepresence visual system using fixed
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Figurel1 Projection for HMD system

screens. In this paper, a method of constructing exact
stereoscopic telexistence system and a prototype system
based on the method is described.

2. Analysisof the Problem

2.1 Projection for HM D and Fixed Screen

As we mentioned above, the projection transform used
for generating (capturing) images at the remote site and
that for displaying the image at the operator’s site should
coincide with each other. This projection transform de-
pends on the type of the display device/system. To make
this clear, we compare the projection transform used for
HMD and fixed-screen-based system.

The shape of the viewing volume for typica HMD is
shown in Figure 1 (a), and the treatment when the opera-
tor's head movesis shownin (b). Most typical HMDs are
designed such that the image of the screen is parallel to
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Figure 2 Projection for fixed-scr een-based system
(TypeA: off-axisprojection, used for CG)

the operator's forehead and the field of view is symmetric
about the optical axis. In this case, the shape of the
viewing volume is aregular pyramid and constant, as the
screens of HMD are fixed relative to the operator's head.
Considering these characteristics, we can use normal
cameras fixed to the robot head, arranged such that the
distance between two cameras is identical to that of the
operator’'s eyes (Figure 1 (c)). The operator can feel natu-
ra three-dimensional world around him/her, if the posi-
tion and orientation of the robot head is controlled to
follow the operator's head.

On the other hand, off-axis projection [7], also known as
the function glFrustun() in OpenGL API [8], is used for
fixed-screen-based systems as shown inFigure 2 (). The
shape of the viewing volume is a general frustum and the
optical axis does not point the center of the screen.
When the operator moves his/her head, the shape of this
frustum varies according to his’her motion in real-time, as
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shown in Figure 2 (b). It is easy to control the shape of
this frustum when generating computer graphics images,
as we can specify the parameters of this frustum
whenever we start drawing of the image for each frame.
However, We cannot apply this scheme for obtaining
real-time video image, as such off-axis projection is not
popular for cameras and controlling the shift amount and
the angle of field of view is rather difficult.

2.2 Necessity of Head Tracking

Even though a fixed-screen system can provide stable
image corresponding to the operator's head motion, head
tracking is still important. Let us consider the situation
that the stereo image, which does not reflect the head
motion of the operator, is displayed on the screen. In this
case, the point on the screen does not move according to
the operator's head motion. Then the perceived point
moves according to the operator's motion, as shown in
Figure 3. Figure 3 (a) shows the case with operator's rota-
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tional head motion, and (b) shows the case with transla-
tional motion. In each figure, the left and right eyes are
located at the point Ei and E,, respectively, and the im
age of point P is projected at the point S; and S on the
screen. The operator's head is directed to the screen at
theinitial state. Theinter-pupil distance of the operator is
denoted as d, and distance between the center of the
eyes and the screen is denoted asD.

If the operator rotates his’her head by g as shown in
Figure 3 (a), the position of each eye moves to E’g and
E', respectively. As the projected point does not move,
the point P(x,, yp, z,) is perceived to move to P'. If we set
the origin O at the center of the eyes, the x and z coordi-
nate of the point P’ is calculated as follows:

acosg+(a’- g’b?)snqg+g’bsinqcosg
b- (cosg+asnq)

x=D

_ posa+asing- g’bsin?q
b- (cosg+asinqg) ’

where
a= xp/zp,

9

This relationship was derived by the condition that the
set of pointsP’, S, E'_ and P’, S;, E'k are located on the
same line, respectively.

The calculated distortion is shown in Figure 4. Here we
used the value g = 16 [deg], D =24 [m]. The size of each



mesh is 0.25 [m] and the calculated points distribute in
the range of —3 to 3 [m] along x-axis and -0.25 to -6 [mM]
along z-axis. The result shows the considerable distortion
of the space.

Next let us consider the case for translational motion, as
shown in Figure 3 (b). When the center of the point
moves from the origin O to the point O'(Dx, Dy, Dz), the

point P is perceived to move to P'. If we denote the cen-
ter between Sz, S as Sy,

os, =- 20op.
Zp

As both of the lines OP and O'P’ include the point Sy,
the location of the moved point is described as

P'=00'+0'P'=00'- = 0'Sy,
D

— Z —

:OO'-FD(OSM— )

This indicates that the point P moves to the same direc-
tion asthe operator’'s motion if it is located in front of the
screen (Z, >- D), and to the opposite direction if it is
located behind the screen (z, <-D), with the entire
space expanding or shrinking about the point Sy. All
points originally located on the screen are not affected
by the operator’'s head motion.

2.3 Direction of the Optical Axis of the Cam-
era

Another problem is that the image plane of the camera
cannot be kept parallel to the screen, if the cameraisfixed
to the robot head. The image projected onto the plane,
which is not parallel to the display screen, cannot be re-
stored by simple two-dimensional image manipulation. It
requires some time-consuming three-dimensional com-
pensation, e.g., texture mapping to a virtual screen.
Though recent progress in 3D graphics hardware enables
almost real-time processing of the captured image, it is
not preferable to force excessive process on the system.
Moreover, there is a problem that the direction of the
camera points near the edge of the screen so that the &f-
fective display area on the screen would be extremely re-
duced.

3. Principle of Fixed-screen-based T elexis-
tence Visual System

According to the discussion in the previous chapter,
problems that should be solved to construct a telexis-
tence visual system are summarized asfollows:

Areaon the 7reen without image

reen 4

Screen

Front vig

4

Part of the image to be discar

Captured image
Part of the image to be discarded

Regular frustum Regular frustum

ONcanis frustu

Top view

Using large FOV image

General case

Figure5 Substitutingregular pyramid
for off-axisfrustum

(a) To track the operator's head and to functionally
control the time-varying off-axis viewing volume,
which consists of each of the operator's eye and
the display screen.

(b) To keep the image plane of the camera parallel to
the supposed screen at the remote site, which is a
copy of the screen at the operator's site. Thisisa
requirement to avoid complex three-dimensional
image processing and to use both of the screen
area and the captured image as much as possible.

It is possible to construct an exact telexistence system
using fixed-screen display systems, if both of above
conditions are fulfilled in real-time.

When implementing these two functions, several possi-
ble choices can be taken into account. First, a method to
realize the time-varying off-axis projection by a camera
can be considered:

Type A: Use a special camera whose optical axis and
zooming ratio can be controlled in real-time, to enable
the time-varying off-axis projection transform at the
stage of image generation. In this case, the job at the
display system (operator's site) is completely identi-
cal to that of the systems that display computer
graphics images, i.e., no dynamic image manipulation
isrequired (Figure 2).

Even though thisis a certain solution for the problem, we
further seek for the solutions that use ordinary cameras,
whose field of view is symmetric about the optical axis.
Concerning the problem (a), there is an alternative -
proach to substitute symmetric projection for off-axis
projection, as far as we alow the condition that a part of
the screen or the captured image is being discarded. In
this case, the control of the time-varying off-axis projec-
tion comes to the control of the size and position of the
image captured by the symmetric projection.
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Figure 5 shows the usage of the viewing volume in the
shape of regular pyramid as the substitution for off-axis
frustum. The upper side is the front view and the lower
side is the top view. In this method, the image captured
by the ordinary camera with symmetric viewing volumeis
used and the position and size of the image is adjusted
prior to being displayed on the screen at the operator's
site. This adjustment is taken place such that the opera-
tor can obtain completely the same image as he/she
would observe by special camera with off-axis projection,
everywhere in the areawith image. There are no extra dis-
tortion caused by this substitution.

We further categorize the method into two types ac-
cording to the role of the image-capturing subsystem and
the display subsystem.

Type B: The position of the image is controlled at the
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Figure7 Projection for fixed-scr een-based system
(Type C: Both Zooming and position control at
the operator'ssite)

display subsystem and it size is kept constant. In this
case, the zooming ratio of the camera should be con-
trolled in real-time, asthe field of view of theimage on
the screen varies according to the operator's head
motion (Figure 6).

Type C: The optics of the camera is completely fixed.
Both of the position and size of the displayed image
is controlled at the display subsystem, such that the
field of view at the operator's site remains constant
(Figure7).

In Type B, the display subsystem is simple and easy to
be configured. However, it requires real-time control of
the zooming ratio, which might limit the performance of
the system response. In Type C, the image-capturing
subsystem will be simplest, as we can use cameras
without zoom control. The position and size of the dis-
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played image can be controlled by either electronic, elec-
tric, or optical/mechanical method.

4. Implementation of the System

4.1 System Overview

The block diagram of the entire system is shown in
Figure 8. The operator's head motion is measured by the
tracker system with 6 degrees of freedom (Shooting Star
ADL-1) and the position of each camera is controlled to
follow the operator's head motion. The video image ob-
tained by the camera is sent to the image manipulation
subsystem and processed before being displayed on the
screen. We used ordinary PCs as the image manipulation
subsystem and the camera position controller in this first
prototype system. Among the elements that compose the
system, the mechanism to control the camera position
and orientation is specific for fixed-screen-based telexis-
tence system so that the prototype of the mechanism is
designed originally.

4.2 Constant-Orientation Link

The technical element commonly required by the three
methods described in the previous chapter is a mecha-
nism to keep the orientation of the camera as constant,
regardless of how the operator moves his’her head. This
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Figure 9 Concept sketch of constant-orientation link

requirement is derived from the “problem (b)” in Chapter
3. To implement this function, it is better to compose a
mechanical link with constraints than to provide exces-
sive independent joint on the top of the robot head.

The concept sketch of the constant-orientation link is
shown in Figure 9. The function required for the link is to
follow the operator's yawing motion and rolling motion,
whereas the orientation of the camera is kept constant.
The pitching motion is not necessary, as two cameras
move in the same way. Finaly, a complete telexistence
visual system using fixed screen can be constructed, if
this link mechanism is carried on the stage, which can
transate itself with 3 DOF (the stage is not implemented

yet).

Figure 10 shows a prototype model of the constant-
orientation link. Actually this link mechanism consists of
two parts. 2 DOF serial link to move the camera (‘ neck”
part) and parallel links and sliding mechanism to keep the
orientation of the camera (‘wing” part). The link is des-
igned such that it has less moment about the yaw axis,
considering the human operator's characteristics for
head rotation. The movable range of thejointsis 70 [deg]
for yaw axis and 30 [deg] for roll axis, respectively. Each
joint isdriven by aDC motor, 70W (Maxon Motor RE036-
072) for yaw axis and 20W (Maxon Motor RE025-055) for
roll axis. The angle of each joint is measured by a rotary
encoder (TamagawaSeiki OIH-35, 3000C/T). The link is
equipped with a small CCD camera (Toshiba IK-SM43H:
7mm in diameter, 1/4 inch color CCD, 0.41M pixels) to ob-
tain the image corresponding to the position of opera-
tor'sright/left eye.

PC measures the value of the joint angle through the
up/down counter board, and the control process runs on
aPC. Two DC motors for roll and yaw axis are driven by
PWM circuit. The waveform of the pulse fed to the motor
is generated from 1MHz clock with resolution of 8 hit
(256) for duty ratio, which result in the frequency of pulse
at 3.9kHz. The target value is sent from PC to the driver

Figure 10 Prototype of constant-orientation link :
(1) CCD cameras, (2) motor for yaw axis,
(3) motor for rall axis.
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circuit at therate of 1kHz.

To test the performance of the constant-orientation link,
2Hz sinusoidal wave with 14.4 [deg.] of amplitude was fed
as a control input for each axis whereas the other axis
was controlled to keep the original position. The fre-
quency of the control input (2Hz) was determined from
the maximum vaue of human being’'s ordinary head no-
tion for yaw axis. The result of the control is shown in
Figure 11. In each figure, both of the control input and
the status of the joint angle for yaw and roll axis are plot-
ted. The result shows that the constant-orientation link
can follow the operator's natural rotational head motion.
This result also shows the interference between yaw axis
and roll axis: 0.2 [deg] for roll axis when moving yaw axis
and 0.3 [deg] for yaw axis when moving roll axis, respec-
tively.

4.3 Image Manipulation Subsystem

The image manipulation subsystem was implemented to
realizethe” Type C’ method, i.e., the captured image was
shifted and resized before being displayed on the screen.
A graphics board with NTSC video input/output inter-
face (Canopus Spectra 2500: nVIDIA RIVA TNT chip,
AGP port) was used for two-dimensional image manipula-

tion. This graphics board was installed on a desktop PC
(Intel Pentium-11 450MHz CPU, 128MB SDRAM). The
captured video image was stored on the memory of the
graphics board, and was shifted and expanded/shrunk
using the feature of Microsoft DirectDraw. The shift
amount and the size of the image could be controlled at
the rate of 1/60 [sec].

5. Conclusion

It was shown that the problems in constructing exact
head-tracked stereoscopic display using fixed-screen
display systems lies in that the shape of the viewing
volume varies and that the direction of the camera is ro-
tated, according to the operator's head motion. Based on
this analysis, we proposed a method to construct fixed-
screen-based telexistence visual system, i.e.,

(2) Introducing the mechanism to keep the orientation
of the camera, whereas the motion of the opera-
tor's head is tracked and the position of the cam
eras are controlled to correspond with that of the
operator's eye.

(2) Controlling the shape of the off-axis time-varying
viewing volume, which can be equivalently d-
tained by shifting and resizing the image generated
by the ordinary symmetric projection.

Based on the proposed principle, a prototype system was
constructed to show the feasibility of this method. By
using this method, we can fully exploit the preferable
characteristics of IPT and other fixed-screen-based sys-
tem for telexistence in real environment, which have been
used only for displaying computer graphicsimages.

It can be noticed that our proposed method is a generic
technology applicable for any type of fixed-screen-based
visual display systems, which means that the method can
be applied to simple and easy-to-construct systems such
as systems using CRT. Future works include the applica-
tion of this method to the field which requires stable and
consistent three-dimensional sensation, such as tele-
surgery systems.
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